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Fig. 1. Geometry of the 1-D dielectric-resonator-based 

CRLH metamatrial structure (After [2] © 2008 IEEE). 
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Abstract- Combination of magnetically-resonant dielectric resonators and TE cut-off waveguide 
structures provides unbalanced or balanced composite right/left handed transmission lines. This idea has 
been expanded into 1-D, 2-D, and 3-D composite structures, and can be applied to potential microwave 
and millimeter wave circuits and antennas in the same manner as conventional composite right/left 
handed transmission lines. 

 
1. INTRODUCTION 
In this paper, composite right/left handed (CRLH) metamaterial structures based on dielectric resonators are 
discussed. Basic idea of the metamaterial structures based on dielectric resonators is simple in that magnetic 
resonators, such as well-known split ring resonators, are replaced by magnetically-resonant mode of nonmetallic 
dielectric resonators inserted in TE cut-off waveguides with negative effective permittivity [1]. The use of 
dielectric resonators can reduce the insertion loss, compared to the metal-based resonators. However, the 
insertion or distribution of dielectric resonators into the artificial structures inevitably suffers from the increase 
in material loss due to the anti-resonance. Still, only the spatial distribution of dielectric resonators with their 
simple configuration without the help of wire connection for the networks, results in easy construction of 
higher-dimensional negative-permeability structures or CRLH metamaterial structures, in contrast to the cases 
where series capacitive elements are inserted into 3-D printed-circuit-type network structures. This dielectric 
resonator-based CRLH metamaterial structure can also be designed to be in balanced case [2] where no band gap 
between left-handed and right-handed modes appears, and where electromagnetic waves propagation along the 
composite structures have zero phase constants and nonzero group velocity. This balanced condition provides 
uniform field distribution with nonzero transmitted power flow along the transmission line, which leads to zeroth 
order resonators with resonant frequency independent of their whole size [3], resonant-type beam forming 
antenna, continuously backfire-to-endfire beam steering leaky wave antenna [2].  
 
2. BASIC CONCEPT, 1-D CRLH STRUCTURE, AND 
EQUIVALENT CIRCUIT MODEL [2] 
The geometry of a typical 1-D dielectric-resonator-based 
CRLH metamaterial structure is illustrated in Fig. 1. It is 
composed of a 1-D array of disc-type dielectric resonators 
inserted in a parallel plates or rectangular waveguide with 
open windows on the top wall, bottom wall, or both as an 
aperture to the air. In addition, a host medium is inserted in the 
waveguide to mechanically hold dielectric resonators. The 
polarization of the propagated waves is in the plane of the 
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Fig. 4. Schematic of the 1-D DR-based CRLH transmission line 

for leaky wave radiation measurement (After [2] © 2008 IEEE).

parallel plates. In order to explain the physical mechanism of 
wave propagation along the structure, the schematic of an 
equivalent circuit model for the unit cell is shown in Fig. 2. The 
field profiles in the vicinity of the dielectric disc under the 
fundamental TE01δ resonance are similar to those of a magnetic 
dipole placed along the symmetric axis. As a result, the 
collective and macroscopic behavior of dielectric resonators 
under the magnetic resonance provides positive or negative 

effective permeability to the incident waves with the magnetic 
field component along the dipole. In the equivalent circuit 
model in Fig. 2, the resonant frequency of the TE01δ resonant 
mode is expressed in terms of a closed loop of LC elements 

by rrrr CLf ππω 2/12/ == . The effective permeability of the 

total structure is determined by a magnetic mutual coupling Lm 
of the incident wave propagating along the TE cut-off 
waveguide with the magnetically-resonant dielectric discs. Then 
the effective permeability shows anti-resonant characteristics, 
and negative permeability frequency region appears from fr 

to 21/2/ kff rSS −== πω , where k is a coupling coefficient 

between the dielectric resonator and TE cut-off waveguide. On the other hand, the effective permittivity can be 
changed by altering the configuration parameters of the TE cut-off parallel plate waveguide, such as the design 
of the distance of plates and the aperture size of the conducting mesh. The cut-off frequency, fc, may be affected 
by insertion of the high dielectric constant discs, and is expressed in terms of the shunt branches 

by CCCC CLf ππω 2/12/ == . By appropriately adjusting the frequency at zero effective permeability fS and the 

frequency at zero effective permittivity fC, we can design the balanced CRLH metamaterial structure. When a 
structure has open boundaries, radiation loss must be taken into account. The simulated effective permittivity 
and permeability for a balanced case of lossless CRLH transmission line are plotted in Fig. 3. They are extracted 
from the scattering parameters [2]. It is found from Fig. 3 that the imaginary part of effective permeability is 
almost zero and the effect of radiation loss appears in the imaginary part of epsilon. Therefore, the radiation loss 
leads to insertion of resistive elements into the shunt branch in the equivalent circuit model for the unit cell. 
 
3. LEAKY WAVE ANTENNA APPLICATION [2] 
Frequency-scanned backfire-to-endfire leaky wave 
antennas can be implemented by using the balanced 
dielectric-resonator-based CRLH transmission lines in 
the same manner as printed circuit-type CRLH 
transmission lines. The geometry of the designed leaky 
wave antenna operating at X band is shown in Fig. 4. 
The beam angle θ  is taken from the broadside to the 
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Fig. 6. Measured radiation pattern of the 30-cell 

CRLH transmission lines (After [2] © 2008 IEEE).  
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(c) 

Fig. 5. Photograph of the fabricated 30-cell CRLH 

transmission line fed by right-handed waveguides. (a) 

Uncovered CRLH section. (b) Top view. (c) Side 

view (After [2] © 2008 IEEE). 
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Fig. 7. Geometry of the 2-D zeroth order resonator 

(After [3] © 2008 IEEE). 

forward direction, and the simulated radiation angles at 11.0 
GHz, 11.5 GHz, and 12.0 GHz are -46 deg., 4 deg., and 52 deg., 
respectively. The corresponding antenna gains are 9.6 dBi, 10.5 
dBi, and 11.2 dBi, respectively. The simulated directivity at 11.5 
GHz is 19.7, which corresponds to the aperture efficiency of 
84.3 %. The simulated maximum gain of 11.5 dBi is achieved at 
f = 11.9 GHz with the angle of θ  = 38 degrees in the forward 
direction. The broadside radiation was obtained at f = 11.45 GHz. 
Thus, the backfire–to-endfire wide angle beam steering with the 
operational frequency was numerically confirmed with the gain 
of about 10 dBi. The leaky wave radiation from the fabricated 
CRLH transmission line shown in Fig. 5 was measured. In Fig. 6, 
the measured radiation patterns are shown at f = 10.9 GHz, 11.3 
GHz and 12.0 GHz. The beam angles θ  at these frequencies are 
-43 deg., 0 deg., and 64 deg., respectively. The corresponding 
antenna gains are 6.1 dBi, 7.4 dBi, and 6.6 dBi, respectively. The 
measured maximum gain of 8.7 dBi was achieved at f = 11.9 
GHz with the angle of θ  = 48 deg in the forward direction. In 
the numerical simulation, radiation for cross-polarization is 
negligible since the cross-polarized modes along the waveguide 
are in the cut-off region. From further simulation, it was 
confirmed that the measured gain for cross-polarization in the 
H-plane was -25dB less than that for the co-polarization. It 
should be mentioned that the proposed antenna provides 
continuous backfire-to-endfire radiation, and that the beam 
steering angle of 100 degrees has been achieved with steady gain 
of about 10 dBi. 
 
4. 2-D CRLH STRUCTURES AND APPLICATION TO 
ZEROTH ORDER RESONATORS [3] 
It is straightforward to extend the concept of the CRLH 
transmission lines based on dielectric resonators into the 2-D 
structures, if the axes of dielectric disc are set normal to the 
parallel plates and the polarization of the incident waves is in 
the parallel plates [1]. The 2-D CRLH metamaterial structure 
can be applied to zeroth order resonators [3]. It is well-known 
that the resonant frequency of the zeroth order resonators does 
not depend on the whole size of the resonators but on 
electromagnetic characteristics of the unit cell. In addition, 
they can provide the uniform field distribution of the phase 
and magnitude along the structure. To date, the zeroth order 
resonance is investigated for miniaturization of antenna, gain 
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(a)

(b)  

Fig. 9. Measured radiation pattern for 9×9 cells (After 

[3] © 2008 IEEE). (a) In the H-plane. (b) In the E-plane.

(a)

(b)

3x3 cells
5x5 cells
9x9 cells

 

Fig. 8. Simulated radiation pattern as a function of number 

of cells (After [3] © 2008 IEEE). (a) In the H (x-z) plane. 

(b) In the E (y-z) plane. 

enhancement of the antenna, and microwave power dividers. 
The electrically large scale antenna based on the 
zeroth-order resonators have been proposed and have 
numerically shown the gain enhancement for the 1-D CRLH 
transmission lines [4]. In what follows, we consider the 2-D 
large-scale zeroth-order resonator, as illustrated in Fig. 7. It 
is composed of a 2-D array of disc-type dielectric resonators 
inserted in the parallel-plate waveguide with open windows 
on the top wall as an aperture to the air. The side walls are 
covered with conductor. The conducting side walls 
correspond to the conditions where both terminals are 
shorted in the equivalent circuit model. The balanced CRLH 
metamaterial structure is designed by adjusting the 
frequencies at zero effective permittivity and zero 
permeability. In general, resonant condition of transmission 
line resonators with length of l, and with both terminals 
shorted or open is provided by πβ ml = , where the quantity 
m is an integer. In terms of the number of the unit cells in the 
transmission line, n, the condition is rewritten by β p / π = 
m/n. The zeroth-order resonance occurs when the m = 0, i.e. 
the phase constant β = 0. As found from the above condition, 
the resonant frequency for m ≠ 0 varies with the change in 
the total size of the transmission line, while the zeroth-order 
resonant frequency does not. In Fig. 8, the simulated 
radiation patterns are shown as a function of the resonator’s 
size. The E-plane is determined by the feeding methods and 
now in the y-z plane. The half-power beam widths for 3×3 
cells, 5×5 cells, and 9×9 cells in the x-z plane are 68 deg, 
52 deg, and 38 deg, respectively. The corresponding gains 
are 6.86 dBi, 6.60 dBi, and 8.3 dBi. Thus, the antenna 
directivity and gain are enhanced by increasing the number 
of the unit cells. The zeroth-order resonance of the designed 
2-D dielectric-based CRLH metamaterial structures is 
confirmed by the numerical simulations. The configuration 
parameters for the fabricated circuits are almost the same as 
those in the numerical simulation, except for the aperture 
size. The radius of the aperture was carefully adjusted so 
that fabricated CRLH structures almost satisfy the balanced 
condition in the measurement. For large-scale and 
unbalanced CRLH structures with significant band gaps 
between LH and RH bands, the radiation from this type of 
zeroth-order resonance could not be achieved. The radius of 
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Fig. 11. Equivalent circuit models of the unit cell in the proposed CRLHTL 

for two different propagation directions (After [6] © 2008 IEEE). 

(a) In-plane propagation. (b) Propagation normal to the stacked layers. 
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Fig. 10. Geometry of the proposed 3-D composite 

right/left handed metamaterial structure (After [5] © 

2008 IEEE). (a) Perspective view. (b) Geometry of 

the unit cell. 

the aperture was set to r = 1.6 mm. A line probe was used as a transformer from an input coaxial cable to the 
designed resonators. The probe was fed with a microstrip line, aligned in the transverse direction, and was 
magnetically coupled to the dielectric resonators. The impedance matching was made by adjusting the position 
of the ground edge of the microstrip line. In Fig. 9, the measured radiation patterns are shown along with the 
numerical results for 9×9 cells. The measured half-power beam width is 26 deg, while the corresponding 
simulated value is 38 deg. The measured patterns in both E- and H-planes are in good agreement with the 
simulation results. The measured gain was 6.57 dBi for 9×9 cells, whereas the simulated gain was 8.3 dBi. Thus, 
it is experimentally confirmed that the directivity and gain are enhanced with the increase in size of the 2-D 
zeroth order resonators. 
 
3. ANISOTROPIC 3-D CRLH STRUCTURES [6] 
In what follows, one example of realization of 3-D CRLH metamaterial structures is shown, based on the 
concept of the combination of magnetically-resonant dielectric resonators with TE cut-off waveguide structures. 
Recently, we proposed multilayered volumetric CRLH metamaterial structures which were composed of a 
conducting mesh plate and a dielectric layer including dielectric resonators, as shown in Fig. 10 [5]. However, 
even the stacked structures supported CRLH transmission only for the 2-D propagation direction in the plane 
parallel to the layers, but not in the normal direction. In order to achieve new configuration realizing 3-D CRLH 
transmission, we need to take into account the dependence of polarizations and propagation directions of the 
incident waves on the propagation characteristics. As easily predicted from the geometry in Fig. 10, wave 
propagation in the stacked structure has essentially anisotropic characteristics. In the previous work, it was 
shown that the almost isotropic characteristics can be achieved in some frequency region when the polarization 
and the direction of the propagation are restricted to be in the 2-D regions parallel to the mesh plate. Therefore, 
in order to achieve less anisotropic characteristics for the 3-D CRLH metamaterial structures, there exist 
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Fig. 12. Dispersion diagram for the balanced 

CRLHTL for two different propagation directions 

with d = 6 mm, tM = 0.5 mm (After [6] © 2008 

IEEE). (a) For p = 8 mm, rw = 2.1 mm. (b) For p = 9 

mm, rw = 2.6 mm. (c) For p = 11 mm, rw = 3.15 mm. 

following two cases to be solved, (1) the difference of 
refractive indices for the in-plane propagations with the 
different polarizations parallel and normal to the mesh plates, 
(2) the anisotropy between propagation directions parallel and 
normal to the mesh plates. Here, we treat the latter case, that is, 
we attempt to make the anisotropy as small as possible for the 
propagation directions parallel and normal to the mesh plates, 
but the polarizations of the electric fields are limited to be in 
the mesh plates [6]. 
A. In-plane propagation  
For the wave propagation parallel to the mesh plates, the 
fundamental mechanism is quite the same as that for the 
previous work in Ref. [4]. The equivalent circuit model is 
shown on the right hand side of Fig. 11(a). The effective 
permeability of the structure is governed by TE01δ resonance of 
the dielectric disc. The typical magnetic field profile at the 
frequency near the resonance is shown on the left hand side of 
Fig. 11(a). The frequency regions with negative and positive 
permeability can be controlled by the density of the dielectric 
resonators. On the other hand, the effective permittivity can be 
changed by appropriately adjusting the configuration 
parameters of the TE cut-off parallel plate waveguide, such as 
the design of the distance of plates and the aperture size of the 
conducting mesh, which can lead to the design of the balanced 
CRLH structures.  
B.  Propagation normal to stacked layers 
For the wave propagation normal to the stacked layers, the 
HE11δ resonant mode of the dielectric disc is employed for the 
design of the positive and negative effective permeability, as 
shown in Fig. 11(b). In order for the above-mentioned TE01δ 
and HE11δ modes of the DR to be degenerate at the same 
operational frequency, the height and the diameter of the DR 
are set to be about the same. On the other hand, when designing 
the effective permittivity of the structure, the unit cell can be 
separated into two sections; a dielectric layer section including 
DRs, and conducting mesh plate sections. The effective 
permittivity of the former section is always positive, whereas the propagation through the aperture hole is under 
the cut off region. Therefore, the net shunt admittance in the equivalent circuit model for the unit cell provides 
the positive and negative permittivity of the structure. By adjusting configuration parameters in order for both 
the frequencies at zero permittivity and zero permeability to coincide with each other, balanced CRLH structures 
for the propagation normal to the stacked layers can be designed.  
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C.  Challenge for less anisotropic characteristics 
In this subsection, we will show some examples of dispersion diagrams that are numerically obtained for the 
proposed structure. The configuration parameters used in the simulation are as follows; the diameter, height and 
dielectric constant of DRs are a = 4.24 mm, h = 4.3 mm, and εDR = 38, respectively. The dielectric constant of 
the host medium in the dielectric layers is 2.2. In Fig. 12, dispersion diagrams for the distance between mesh 
plates d = 6 mm, the thickness of the mesh plates tM = 0.5 mm are shown as a function of the period p. It is found 
from Fig. 12 that balanced CRLH structure can be constructed not only for the parallel propagation directions, 
but also for the normal direction. In addition, the CRLH band for ΓZ becomes narrower with a smaller size of 
the period. On the other hand, the CRLH band for the propagation parallel to the mesh plates becomes larger 
with a smaller period. For the present case, the propagation characteristics for both the normal and parallel 
propagation directions are about the same in the small phase-constant region for p = 9 mm, as shown in Fig. 
12(b). In this case, almost isotropic characteristics are achieved. Only when focusing on these dispersion 
diagrams, the result in Fig. 12(b) seems isotropic around Γ point. However, it is found still significantly 
anisotropic, from the impedance point of view. From the further numerical simulation, it is found that the ratio of 
conducting mesh’s thickness to the dielectric layer should get larger in order to decrease the anisotropy of the 
impedance.  
 
6. CONCLUSIONS 
The CRLH metamaterial structures based on dielectric resonators have been discussed. This idea was expanded 
into 1-D, 2-D, and 3-D composite structures, and was shown to be applicable to potential microwave and 
millimeter wave circuits and antennas in the same manner as conventional CRLH transmission lines. 
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Abstract 

  

Extraordinary transmission spectra for one-dimensional (1D) gratings and two-dimensional 

(2D) metallic hole arrays change with the hole channel shape. In this paper, a converging-diverging 

channel (CDC) design was introduced. The transmission spectra corresponding to CDC-embedded 

nanostructures of 1D grating, circular and rectangular holes (2D hole arrays) are analyzed using 

three-dimensional (3D) finite element method. Tuning of optical transmission by changing the CDC 

structure has been investigated. In addition, a cavity composed of a CDC metallic grating and a 1D 

photonic crystal (PhC) can lead to an enhanced emission. Large coherence length of the emission 

can be achieved by exploiting coherent properties of surface waves in grating and PhC. 
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1. Introduction 

It was thought that transmission through a subwavelength aperture will be low according to 

the standard aperture theory by Bethe [1], which states that transmission through a subwavelength 

circular hole (r << λ) in an infinitely thin perfectly conducting metal sheet would scale uniformly 

with the ratio of r to λ to the power of four. But, an extraordinary transmission (EOT) of several 

orders of magnitude more than Bethe‟s prediction has been reported in arrays with subwavelength 

holes [2]. Observation of EOT has sparked renewed interests in studying transmission in metallic 

gratings [2] and hole arrays, to explain the underlying physics for EOT. Apparently, transmission 

between gratings and hole arrays will be fundamentally different. In a grating there is always a 

propagating mode inside the channel, whereas in a hole all modes are evanescent when the hole 

diameter is smaller than half the wavelength, and thus, there is a cutoff for the transmission [3]. 

Nevertheless, it is believed in general that EOT is mainly due to surface plasmon polariton (SPP) 

modes trapped at the interface between metal and surrounding dielectric layer. However, not all 

agree on the same SPP mechanism for the observed EOT [4,5]. According to several other studies 

the enhanced transmission can be divided into three steps: coupling of light to SPPs on the incident 

surface, transmission through holes to the other surface and then re-emission from there [6]. It was 

also reported that for metallic gratings there are two transmission resonances: coupled surface SPP 

modes, and cavity modes located inside the slits [7].  

Manipulation of optical transmission has several structural variables, such as hole shape, 

periodicity, film thickness, and so on. In previous work, different hole shapes like elliptical [8], 

rectangular [9], C-shaped [10, 11], X-shaped [12], coaxial [13] have been studied. However, effect 

of the hole channel‟s shape on transmission has not received considerable attention. The hole‟s 

size/shape along with the hole channel‟s shape are supposed to be significant to the transmission 
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because that holes are expected to mediate SPP coupling between the two surfaces. Indeed, 

changing both hole‟s and channel‟s shape is an additional mean of not only tuning the transmission, 

but also making the device polarization-distinctive. This will be attractive to many potential 

photonic applications including infrared optics, imaging, security, etc.  

In a thermal source light generation at the microscopic level is a spontaneous emission of 

photon when an emitter thermally excited relaxes to a lower state. Unlike a laser which produces 

highly coherent light, thermal light is a broad isotropic spectrum. In fact, thermal light is coherent in 

the near field [14-16]. This near field coherence is due to the surface wave role. Hence a grating on 

the surface can couple these waves to propagating waves, which will extend the coherence into the 

far field. Thus by modifying the surface profile, the near field coherence can be extended to far field 

in a particular direction at a given wavelength. This has been observed first on a doped silicon 

grating [17]. Similarly, a peak in the thermal emission by gratings on ZnSe [18], gold [19], and SiC 

[20] was also observed. For these gratings, it was noted that the excited surface waves could couple 

to the emitted radiation only for p-polarization [21]. 

In this study the CDC subwavelength gratings and hole arrays were studied. The CDC shape 

would still allow similar EOT effect, but, would give an extra degree of freedom in geometric 

variable to tune and to optimize the transmission. When a 1D CDC grating was used with a 1D PhC 

as a cavity, the enhanced emission, which will be similar to a „laser‟, can be realized. In this design 

surface waves that could be present on both metallic gratings and PhCs would become useful. 

 

2. The CDC design and simulation 

 The converging-diverging channel (CDC) design is shown in Fig. 1 (a), in which the CDC 

throat is located right at the center of the channel. Here a is the channel aperture, g the throat gap, t 
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the thickness, and  the converging angle. Fig. 1 (a) describes a CDC grating having a period of d 

along x-axis. The grating‟s normal is along z-axis and its dimension along y-axis is assumed to be 

infinite. A p-polarized electromagnetic (EM) wave incident to the grating with an angle of  is also 

shown. A rectangular hole array is shown in Fig. 1 (c), in which the CDC is applied along both x- 

and y-axis in each hole channel. The hole has an aperture of a and b along the two directions. Both 

converging angle () and period (d) along the two directions are kept the same. Similarly, a circular 

aperture CDC hole array is shown in Fig. 1 (d). The metals to be considered for such structures are 

aluminum (Al), silver (Ag) and gold (Au). Their dielectric function can be referenced from [22, 23]. 

For frequency range around 100 THz, dielectric constant of Ag can be described by the Drude 

model ε = ε∞ - ωp
2
 / (ω

2
 + iγω), where ε∞ = -175.0, ωp = 1.1 × 10

16
 s

-1
, and γ = 10.51 × 10

13
 s

-1
 [24]. 

The EM fields were assumed to be time-harmonic and the resulting governing equations for the 

steady-state distribution was solved using commercial 2D (for gratings) and 3D (for arrays) finite 

element software (COMSOL 3.3) [25]. The computational domain considered is a single unit cell 

surrounded either by periodic boundary conditions or by perfectly matching layers (PML) [26].  

 

3. The CDC grating 

Figure 2 shows CDC gratings‟ zero-order transmittance at normal incidence as a function of 

wavelength when using different channel configurations. Fig. 2 (a) discusses results from an Au 

grating. Two well-separated transmission peaks for straight channel grating can be identified as SPP 

& waveguide coupled resonance (~ 3.9 μm) and cavity resonance (~ 7.4 μm) [7]. Two peaks for the 

converging-only channel grating are at almost the same position as those from straight channel. 

However, their transmittance is much lower. For the CDC grating, the two transmittance peaks are 

approaching to each other as g decreases. This leads to an enhanced transmission in a very narrow 
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wavelength band. The CDC grating with g = 5 nm has a remarkable narrow-band transmission. 

Similar behaviors are observed for silver gratings (Fig. 2b). Shifting of the transmission resonance 

band with g can be seen in Fig. 3, where transmittance of an Al CDC grating, as functions of 

wavelength in the UV-visible range and g, is shown.  Full width at half maximum (FWHM) of the 

transmission peak shrinks with reduction in g, and the peak‟s magnitude as well. 

 

4. The CDC rectangular hole array 

According to the rectangular CDC array design shown in Fig. 1 (c), the array is periodic 

along both x and y directions, and the periodicity along the two directions are the same. Fig. 4 

shows transmission spectra for Ag rectangular hole arrays having different a/b ratios. In all cases, 

hole area (a  b), periodicity (d = 22 μm), converging angle ( = 60
o
) and metal thickness (t = 2 

µm) were kept the same. Their responses are very polarization-distinctive. By decreasing the a/b 

ratio, an increase in FWHM and a red-shift will occur. At frequencies below the cutoff ωc (the 

frequency at which the transmission reaches half maximum of the peak), the transmission rapidly 

drops to below 0.1. All above results indicate a potential to use such rectangular CDC structures 

with different a/b ratios as filters for low frequencies. 

Figure 5 shows the transmission for Ag rectangular hole arrays with different  while 

keeping the same hole area, a/b ratio (16 µm/12 µm) and film thickness (2 µm). The results show a 

high-selectivity over incident polarization as well. The transmission for an E-field perpendicular to 

the long side has a strong peak for each  in the selected wavelength range, while there is no peak 

for the case of an E-field parallel to the long side. Both peak position and FWHM can be tuned by 

changing . The peak position blue-shifts nearly linearly as decreasing . Moreover, since the g 

varies as  changes, magnitude of the transmission peak and FWHM increase as  decreases. 
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Interestingly, change of the magnitude with respect to  is nearly linear. For frequencies beyond the 

cut off frequency ωc, the transmissions drop rapidly.  

Figure 6 shows the transmission with different metal thicknesses (t) while keeping the same 

hole area, a/b ratio (16 µm/12 µm) and converging angle (60
o
). Both solid and dashed lines are for 

different incident polarizations, and the transmission is highly polarization-selective. Similarly, 

strong peaks are only for the cases of E-field perpendicular to the long side. As t increases, one of 

the peaks stays almost at the same location (~21.8 µm), yet the location of the other peak blue-

shifts. This behavior may be due to the excitation of two types of EM modes: coupled SPP and 

waveguide resonance. Those nearly fixed peaks are excited by coupled SPPs whose locations are 

not sensitive to film thickness, whereas the other peaks are caused by the waveguide resonance.  

From t = 2.0 to 2.5 µm, transmission peaks caused by waveguide resonance blue-shift and 

their magnitude and FWHM decrease as well. Contrarily, magnitudes of the peaks related to SPP 

increase as t increases. One possible reason is that as the waveguide resonance peak blue-shifts, 

interaction between them becomes stronger. When t = 2.5µm, the interaction is so strong that the 

location of the SPP peak slightly red-shifts. For the case of t = 3.0 µm, however, only the SPP peak 

is left and it is relatively small (<0.5). This shows that without the contribution of the waveguide 

resonance, the SPP peak magnitude will decrease with increasing t.  

 

5. The CDC circular hole array 

The CDC circular hole arrays to be considered is made of Ag and have a fixed period (d = 

19.0 µm) and thickness (t = 2.0 µm). Fig. 7 (a) and (b) show the transmission for arrays having 

straight channel with different apertures, and different CDC shapes when the aperture „a‟ is fixed at 

10 μm. In straight channel arrays, transmission peaks become sharper when the aperture decreases. 
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A blue-shift also occurs with decreasing the aperture. Comparing to those straight channel arrays, 

CDC transmittance becomes narrower along with a further blue-shift. The blue-shift is larger when 

g gets smaller. The transmission after the peak decays faster for smaller g. Also, the peak magnitude 

does not change with the CDC shape, which supports the expected EOT. 

Figure 8 (a) shows the transmittance at λ = 20 μm for two different aperture sizes with a 

varying g. For a = 10 μm the straight channel array (when g = 10 μm) has the highest transmission. 

It decreases exponentially with decreasing g and reaches zero asymptotically. For a = 12 μm the 

transmission for straight channel (when g = 12 μm) is not the highest. Instead the CDC with g = 

~9.75 μm has an almost perfect transmittance. Hence, it can be seen that when a = 12 μm the 

transmittance increases as g reduces until it reaches a maximum and then further decreases 

exponentially with decreasing g. This suggests that the CDC shape with a particular g aids a 

mediation of SPP mode coupling between the incident and the transmitted surfaces. Similar 

behavior was observed previously in gold metallic gratings having the CDC shape [27]. 

Figure 8 (b) shows the transmittance for varying t at two different wavelengths. For straight 

channel with t = 2 μm the transmittance is maximal at λ = 19.825 μm (Fig 7(a)). At this wavelength 

the transmittance through the straight channel array does not vary much with t. In CDC the 

transmittance is maximum with t = 2 μm at λ = 19.25 μm (Fig. 7(b)). At this wavelength the 

transmittance increases as t increases until it reaches a maximum for t ~1.9 μm and then decreases 

with a further increase in thickness. A small dip near the peak is due to a slight mismatching in the 

waveguide resonance condition. Above results indicate that CDC arrays are more sensitive to t 

when comparing to straight channel arrays.   

Figure 9 (a)-(d) show the transmittance of different arrays with respect to wavelength and 

aperture size a or throat size g, when t is fixed. Fig. 9 (a) shows the transmittance for straight 
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channel arrays or θ = 0
o
. It can be seen that at large aperture the transmittance is high at large 

wavelengths and decreases very slowly as the wavelength reduces. When the aperture is small the 

transmittance is high at lower wavelengths and it decrease very sharply as the wavelength increases. 

Also, it can be noted from Fig. 9 (a) that location of the transmittance peak changes linearly as the a 

or g decreases. In addition, FWHM of the transmittance peaks is large when the aperture is big and 

it becomes very narrow as the aperture reduces. Similar transmittance variation (Fig. 9 (b)) is 

observed for the CDC arrays having θ = 50
o
. But, this time transmission suffers a cut-off aperture 

size where there is no transmittance below a particular aperture size. Furthermore the location of the 

transmittance peak with respect to a or g is not exactly linear. When θ in CDC arrays increases to 

65
o
 (Fig. 9 (c)) and 72

o
 (Fig. 9(d)), the cut-off aperture for zero transmittance increases. 

 

6. The enhanced emission 

A cavity is composed by a 1D CDC grating and a 1D PhC. The 1D PhC considered is made 

of lossless dielectrics (SiO2 and InSb) with refractive indices given by [22] 
2SiOn  = 1.46 and 

InSbn  = 

3.95. A freely available MIT photonic band (MPB) package was used for calculating the photonic 

band structure (PBS) of the PhC. The first or lower band-gap in the PBS is between the normalized 

frequency range from 0.136 to 0.217. So, a PhC having a 100 nm unit cell thickness would have a 

first band-gap between 460 nm to 735 nm. 

According to Kirchhoff‟s law, the directional spectral emissivity (ελ,θ) can be determined by 

using 1-ρλ,θ-τλ,θ [28],  where the directional spectral reflectance, (ρλ,θ) and the directional spectral 

transmittance, (τλ,θ) are evaluated by using a plane monochromatic wave incident from the air at an 

angle of incidence „θ‟ as shown in Fig. 1 (b). It is plausible to use Maxwell‟s equation when the 

absolute lower limit of the length of macroscopic domain is 10 nm [29]. Therefore, it is assumed 
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that the results obtained here for gap of 5 nm will be rational. The transmission for metallic lamellar 

gratings with Transverse Electric (TE) polarization suffers a cut-off wavelength [30]. Hence, we 

have analyzed the gratings with only TM polarization (magnetic field parallel to the gratings).  

Figure 10 (a) and (b) show normal emittance spectrum with p-polarization for the CDC 

grating with a 5 nm gap and 1D PhC with various cavity lengths. In Fig. 10 (a), the 50 nm cavity 

has one smaller emissive peak at the low wavelength end. When the cavity increases to 100 nm, the 

peak increases in magnitude and its position moves to the high wavelength end (a red shift). When 

the cavity increases to 200 nm, the only emissivity peak in the entire wavelength range of interest 

further red-shifts and has a magnitude almost close to unity. The 300 nm cavity has the major peak 

further red-shifted. A new peak appears in the low wavelength end and the major peak becomes a 

few narrow peaks. This indicates an onset of higher-order resonance inside the cavity. Similar high-

order resonance behavior can be observed when further increases the cavity length to 690 nm (Fig. 

10 (b)). Furthermore, FWHM of those emissive peaks for 100 nm and 200 nm cavities are around 4 

nm. For the 300 nm cavity FWHM is around 5 nm. According to the Wiener-Khinchin theorem 

width of emission peak is inversely proportional to the coherence time [31].  This would then 

suggest that the cavity length is a good degree of freedom for achieving a tunable monochromatic 

thermal emitter for any desired wavelength with large temporal coherence.  

Fig. 11 (a), (b) and (c) show the electric field intensity distribution normalized to the 

incident along a line through the center of the CDC throat and into the 1D PhC for different cavity 

lengths. The intensity variation seems to be like a first harmonic standing wave inside the cavity. 

The magnitude of the electric field intensity variation in the cavity increases with the cavity length, 

suggesting that the increase in emissive peak magnitude is due to the increase in the cavity 

resonance strength. When the cavity length increases to a certain range, there would be an onset of 
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higher order resonances at lower wavelengths. Also, in 1D PhC the electric field intensity decays 

within a smaller number of units for larger cavity lengths. 

 

7. Conclusion 

 In conclusion, we have shown that CDC metallic gratings and hole arrays have enhanced 

transmission, and their transmission properties can be further optimized or tuned by varying the 

CDC design.  Also, a thermal emitter with a cavity surrounded by a CDC metallic grating and 1D 

PhC has very sharp spectral emission peak. This is mainly due to the strong resonances in the cavity 

supported by the CDC grating and 1D PhC. Thus the emitter is tunable to various wavelengths with 

the choice of right materials along with the parameters of the grating, cavity length and 1D PhC. 

Such CDC subwavelength arrayed devices can be very important for many applications such as 

optical communications, biological sensing, optoelectronics, etc.  
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Figure Captions: 

 
Figure 1: Schematic view of converging-diverging channel (CDC) design (a), lamellar metallic 
CDC grating (b), metallic CDC rectangular hole array (c), and metallic CDC circular hole array (d). 
 
Figure 2: Zero-order transmittance for a normal incident plane wave on gratings in vacuum with 
different channel configurations (straight, converging-only, and CDC channels). (a) d = 3.5 µm, a = 
0.5 µm and t = 3.0 µm in gold film. (b)  d = 650 nm, a = 300 nm and t = 500 nm in silver film. 
 
Figure 3: Transmittance in vacuum as a function of wavelength and g for an Al CDC grating having 
d = 315 nm, a = 125 nm and t = 100 nm. 
 
Figure 4: Transmittance in Ag rectangular hole arrays with a same hole area, a converging angle θ= 
60

o
 and different a/b ratios as (a) a=16µm, b=12µm ,( b) a=18µm, b=10.7µm  and (c) a=20µm, 

b=9.6µm. The solid and dashed lines represent the transmissions for different polarizations. 
 
Figure 5: Transmission in Ag rectangular hole arrays having different converging angles. The hole 
area, film thickness and aspect ratio (16µm×12µm) remain the same in all cases. 
 
Figure 6: Transmission in Ag rectangular hole arrays having different thicknesses. The hole area, 
converging angle (60

o
) and aspect ratio remain the same in all cases. The solid and dashed lines 

represent the transmissions for different polarizations. 
 
Figure 7: (a): Transmission in a Ag hole array with a straight channel shape having period d = 19 
μm, thickness t = 2 μm and different aperture sizes a; (b): In CDC Ag hole array having period d = 
19 μm, thickness t = 2 μm, aperture a = 10 μm and different gaps at the throat g. 
 
Figure 8: (a): Transmittance at wavelength λ = 20 μm for CDC Ag hole array having period d = 19 
μm, thickness t = 2 μm, different a and g. (b): Transmittance variation with respect to the film 
thickness at different wavelengths λ for Ag hole arrays having d = 19 μm, a = 10 μm for straight 
channel and CDC with g = 7.61 μm. 
 
Figure 9: Transmittance in Ag hole array with d = 19 μm, t = 2 μm for varying a and hole channel 
shapes as (a) straight, (b) CDC shape with angle θ = 50

o
, (c) θ = 65

o
, and (d) θ = 72

o
. 

 
Figure 10: Normal p-polarization emittance for Ag CDC grating having parameters a = 250 nm, t = 
100 nm, g = 5 nm and a photonic crystal having the parameters a = 100 nm; d1 = d2 = 50 nm with 
cavity length: (a) L = 50 nm, 100 nm, 200 nm, 300 nm, and 320 nm; and (b) L = 350 nm, 400 nm, 
500 nm, 600 nm, and 690 nm. 
 
Figure 11: Electric field intensity distribution normalized to the incident along the line passing 
through the center of the CDC grating throat and into the photonic crystal with cavity length: (a) L 
= 100 nm, 200 nm, and 300 nm; (b) L = 350 nm, 400 nm, 500 nm, and 600 nm; and (c) L = 600 nm 
and 690 nm. 
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Figure 1 (b) 
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Figure 1 (c) 
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Figure 1 (d) 
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Figure 2 (b) 
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Figure 7 (a) 
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Figure 7 (b) 
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Figure 8 (a) 
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Figure 8 (b) 
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Figure 9 (a) 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

47



 29 

 

Figure 9 (b) 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

48



 30 

 

Figure 9 (c) 
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Figure 9 (d) 
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Figure 11 (b) 
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Abstract- A three dimensional (3D) photonic microstructure consisting of metal clusters embedded 

in dielectric matrix is coated with a dielectric mirror. The produced photonic structure shows optical 

behaviour that combines the interferential effects of the multilayer stack and the surface plasmon 

resonance of metal clusters. Due to its feasibility and the possibility to widely modify the optical 

properties of the resulting interferential-plasmonic structure, this approach represents a promising 

method for the production of novel optical components. 

 

1. INTRODUCTION 

Metal clusters attract lot of interest due to the effect of surface plasmon resonance of free electrons, showing a 

strong absorption at specific wavelengths that depend on the particle size, shape and spatial distribution
1
. They 

are used in selective absorbers, optical polarizers and data storage
2-4

, or in chemical and biological sensing and 

surface enhanced spectroscopy
5,6

. Metal clusters in dielectric matrix or present on the surface of a substrate can 

be structured by electric field assisted dissolution (EFAD)
7
. Simultaneous application of electric field and 

increased temperature induces dissolution of metal clusters. Using patterned electrodes EFAD can be applied 

locally, giving mirrored pattern on the sample containing metal clusters. Due to the possibility of structuring, the 

application can be extended to the production of devices ranging from plasmonic waveguides
8
 to gratings

9
. 

We have fabricated 3D microstructure by EFAD of metal clusters embedded in multilayer stacks
10,11

. The 

optical behaviour of the structure is additionally tailored by the interferential effects: the stack is further coated 

with a dielectric mirror. The obtained structure shows the tailored optical behaviour of the resulting 3D structure 

and the interference phenomenon that takes place within the multilayer stack. 

 

2. EXPERIMENTAL 

A multilayer structure of metal clusters embedded in dielectric matrix was prepared by electron beam 

evaporation of Ag and SiO2 at N-BK7 glass substrates of 1 mm thickness. The structure of the coating was 

glass/(Ag/SiO2)
10

, with layer mass thickness 7 nm (Ag) and 20 nm (SiO2). Deposition rates were 2-3 Å/s for Ag 

and 10Å/s for SiO2. There was no pre-heating of the substrates. Ag film deposited in this conditions remains in 

the shape of metal clusters with no significant percolation among the clusters. The SiO2 layers of the given 

thickness cover the metal nanoclusters completely, so the resulting coating has a real multilayer structure
11,12

. 

 The prepared samples were mounted between electrodes and exposed to EFAD for 2 hours at 250 
o
C and 

1000 V. One part of the anode was a diffracting grating, the other part was made as uniform contact and a part of 

the sample has not been in contact with the anode
10

. 

 Upon the treatment, the sample has been returned to the deposition chamber and a dielectric TiO2/SiO2 

quarter wave H(LH)
3
 mirror centered at 450 nm has been deposited. 

 The measurements of optical performances of different parts of the samples were done by Perkin Elmer 
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Lambda 25 spectrophotometer and Woollam VWASE ellipsometer. Reflectance and transmittance 

measurements were performed in the range 350-1100 nm, each 1 nm, and ellipsometric measurements of ψ and 

Δ in the range 0.57-4.35 eV, each 0.02 eV at 45
o
, 60

o
 and 75

o
 incidence angle. In addition to this, diffraction 

patterns of generated structures were measured with ellipsometer working in scatterometry mode. The incidence 

beam was coming to the uncoated side of the sample. Transmittance and reflectance in the range 300-1100 nm, 

each 25 nm, at the scattering angles 0-10
o 
and 20-30

o
, respectively, by 0.2

o
. 

 

3. RESULTS AND DISCUSSION 

Optical performance of as deposited (AD) samples is dominated by surface plasmon resonance of metal clusters, 

showing maximum of absorption in the range 350-480 nm (Figure 1.). It is possible to distinguish three different 

parts of the sample after the treatment. Zone A is the transparent part where metal clusters are dissolved due to 

EFAD. The spectrum shows interferential fringes that can be related to the refractive index difference of SiO2 

layers and voids remaining after dissolution of layers containing metal clusters (Figure 1.). The significant 

absorption (A) in the visible and UV part can also be related to the voids, i.e. representing losses due to 

scattering of the light at voids. Zone B was not in the contact with the anode during the treatment, so it was 

exposed to the increased temperature only. The optical spectra show no significant difference corresponding to 

the AD sample (Figure 1.). The absorption peak is somewhat narrower and more intense after annealing that can 

be related to the thermally induced changes in shape and/or size of nanoclusters
10

.  

 

Figure 1. Reflectance (dashes), transmittance (full 

line) and absorption (dots) of the AD sample and 

zones of the sample where metal nanoclusters were 

dissolved (A) and where they were annealed only (B). 

The measurements were taken at 0
o
 angle of 

incidence. 

Figure 2. Diffraction transmittance pattern in 

logarithmic scale of zone C (diffraction grating) of 

the treated sample, in respect to the wavelength and 

scattering angle. It is possible to see different 

diffraction orders and their intensities. The incidence 

beam comes from the uncoated side of the sample.

 

Zone C is the one with the EFAD imprinted structure of diffraction grating from the anode. This planar structure 

consisting of stripes with dissolved and non-dissolved metal clusters is repeated throughout the coating forming 

in this way a 3D structure. The diffraction pattern is presented in Figure 2. showing the efficiency of the grating 

in transmittance in respect to the wavelength and scattering angle. The efficiency is higher for the wavelengths 
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where TB is lower (500-600 nm).  

 The dielectric mirror has been deposited onto the treated sample and a bare glass substrate. Optical 

measurements of zones A, B and C were performed. Optical performance of the final structure is presented in 

Figure 3. and Figure 4.  

 

Figure 3. Reflectance (dashes), transmittance (full 

line) and absorption (dots) of the mirror (RM), sample 

before deposition of mirror (TB) and zones A and B 

after deposition of mirror. The measurements were 

taken at 0
o
 angle of incidence. 

 

 

Figure 4. Diffraction transmittance pattern in 

logarithmic scale of zone C (diffraction grating) of 

the sample with mirror, in respect to the wavelength 

and scattering angle. It is possible to see the reduced 

efficiency of the grating in the range 390-540 nm. 

The incidence beam comes from the uncoated side of 

the sample.

 

Reflectance and transmittance of zone A, same as reflectance of zone B, are dominated by the performance of 

the mirror itself, that reflectance (RM) is shown for comparison as well. In the case of incidence light coming to 

the coated side, high proportion of the intensity is reflected, so less intensity is absorbed in the comparison to the 

sample without the mirror. Therefore, the absorption of the zone B (AB) is following opposite trend than 

reflectance RB+M. In the range below 400 nm absorption of TiO2 contributes as well. The resulting transmittance 

(TB+M) is finally lower than the one for the sample without the mirror. It is also possible to see that TA and TB, 

that correspond to the transmittance of the lines and space between them in the diffraction grating, both have low 

values between 390 and 540 nm. This reduces the performance of the grating that is clearly seen in Figure 4. 

Additional diffraction orders maxima are present due to the interference effects. 

 

4. CONCLUSIONS 

3D microstructure has been obtained by EFAD of metal clusters embedded in multilayer stacks. The parts of the 

stack containing metal clusters i.e. where electric field dissolution was not performed show absorption due to 

surface plasmon resonance, while the rest of the stack is transparent. The stack is further coated with a dielectric 

mirror. Thus, in addition to the SPR-based metallodielectric properties, the optical behaviour of the structure is 

refined by the interferential effects. The obtained structure shows the tailored optical behaviour of the resulting 

3D structure and the interference phenomenon that takes place within the multilayer stack.  
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From a technological point of view these 3D structures can be fabricated easily, as their production requires 

the combination of well established thin film deposition processes and the EFAD technique. Multilayer thin film 

stacks enable the design of a wide variety of components with different optical performances: antireflective 

coatings, band-pass filters, mirrors, polarisers etc. The production of these interferential-plasmonic structures 

could be done at low cost and easily implemented in mass-production processes, as it requires well-established 

thin film deposition technology and inexpensive EFAD technique. 
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Abstract-  A novel resonant metamaterial antenna based on the Composite Right/Left-Handed 
(CRLH) transmission line (TL) model is presented. The proposed small antenna is designed to 
operate simultaneously over multiple wireless services (UMTS-WLAN-WIMAX).   
 

1. INTRODUCTION 

Metamaterials represent a new breakthrough in electromagnetic engineering. 
In response to an increasing demand for compactness and multifunction wireless 
antennas, the unique electromagnetic properties of metamaterials are exploited. Some 
of them, such as negative permittivity and permeability, infinite wavelength 
propagation at specific non-zero frequency are shown by artificial transmission line 
(TL) metamaterials structures, mainly called the CRLH (Composite Right/Left 
Handed) structures. Various applications using the infinite wavelength were reported, 
for instance power divider, zeroth-order resonator (ZOR), and ZOR antenna. Novel 
planar antennas are realized, with reduced size in comparison with equivalent 
conventional antennas. This reduction is due to resonant property at the infinite 
wavelength. A general model for a CRLH TL unit-cell consists of a series capacitance, 
a series inductance, a shunt capacitance, and a shunt inductance. The shunt 
admittance of a CRLH TL unit-cell determines the infinite wavelength frequency or 
the zeroth-order mode. By modifying either shunt capacitance and/or shunt 
inductance circuit parameters, the infinite wavelength frequency and the physical size 
of the antenna can be modified.  

In this paper, we propose a small resonant antenna based on CRLH TL, implemented 
by periodic arrangement of mushroom structures, where gaps are working as series 
capacitances, vias and half wavelength meander stubs are working as shunt 
inductances, separated from the ground by air layer. This antenna gives rise to a 
monopolar radiation pattern at zeroth-order mode at 3.5 GHz (WIMAX), a first 
negative order mode and second negative order mode at 2.4 GHz (WLAN), 2.03 
GHz(UMTS) respectively. The two latter modes are dipolar ones. Thus, the antenna 
operates over multiple wireless systems (Tri-Band antenna). 

 

2. THEORY OF CRLH TRANSMISSION LINE 

The equivalent electric model of a lossless CRLH unit cell (R = 0 et G = 0) is given by 

Figure.1a. The physical length of the unit cell is 𝑝𝑝 < λ
4
 , so that the CRLH network 

can be considered as an homogenous transmission line. 
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Figure 1.  (a) Electric model of CRLH unit cell, (b) Dispersion diagram 
   

By applying Bloch-Floquet theory to the proposed unit cell, we obtain the dispersion 
relation [1-3] 

 cosβp = 1 − 1
2
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2 + 1
ωse

2 )ωL
2�                (1) 
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�LR CL
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�LL CR

 

For an open-ended CRLH transmission line, the resonant condition of βm L = mπ must be 

satisfied, where m = (0, ±1, ±2, ±3, … , ±(N− 1)) is the resonance mode and L = N × p the 
total physical length of the transmission line; therefore the equation (1) is rewritten 
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As a consequence, 2N − 1 Eigen-frequencies in both LH and RH regions would be expected 

as shown in Figure.1b. In the case where  m = 0 (zeroth-order resonance mode),  an infinite 
guided wavelength is supported. It is observed from Figure.1b that this condition is satisfied 

by the couple of Eigen-frequencies {ωτ1 = min(ωsh ,ωse ) ≤ ω ≤ ωτ2 = max(ωsh ,ωse )}.                                                  
The exact determination of the Eigen-frequencies ωse  and ωsh  can be solved by studying 
the input impedance of a CRLH open-ended transmission line [3] 

 Zin = −jZ0 cotβL  =
β→0

− jZ0
1
βL

= −j�Z′

Y ′
� 1
−j√Z′ Y′

 � 1
L

= 1
Y ′ L
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Y N
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j(ωCR−

1
ωLL

)

p
= Y

p
   

Because Zin  is expressed as the impedance of the shunt anti-resonant tank circuit, the 

zeroth-order resonance frequency of the whole structure is given by  ωτ1 = ω0 = ωsh  , this 

frequency depends only on LL/CR parameters and not on the physical length as in pure 

right-handed TL, as a result, the number 𝑁𝑁 of CRLH unit cells can be set arbitrarily.    

The other Eigen-frequency ωτ2 = ω+1 corresponds to the first order positive resonant mode. 
 

3. ZOR ANTENNA DESIGN 
 
The substrate choice has a great impact on the antenna performance. The increase in 

relative effective permittivity  εreff  , results in decrease in gain 𝐺𝐺, efficiency 𝜂𝜂, and 

bandwidth (𝐵𝐵𝐵𝐵), this is attributed to the growth of different losses. Another cause which 
explains the reduction of gain and efficiency is the radiation resistance decrease due to the 
miniaturization of ZOR antenna, the conductivity loss fraction is important relative to 

other types of losses incorporated in the input impedance of the antenna. 𝐺𝐺 and 𝜂𝜂 reduction 

will be more severe for the non fundamental resonant modes (𝑚𝑚 ≠ 0) [3]. 
In the limit of fabrication and measurement tolerances, the FR4 Epoxy substrate with 

dielectric constant εr = 4.4 and thickness hd = 1.52 mm  was used as candidate for the ZOR 
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antenna design, nevertheless, it was mentioned in literature [4] that such an antenna has a 

poor performance, due to great dielectric loss tan δ = 0.02 and weak efficiency which does 
not exceed 50%.To overcome this problem, an air layer was added between the substrate 
and the ground, as a consequence, the relative effective permittivity decreased. In order to 
explain the addition of air, it is of interest to study the radiation quality factor of the 
antenna 

 𝑄𝑄𝑟𝑟 = 𝜔𝜔0𝐵𝐵𝑇𝑇
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟

∝ 1
𝑉𝑉
                                                                                      (4) 

With  ω0  the zeorth-order frequency, WT the total stored energy, Prad  the radiated energy 

and V the antenna volume. 

To antenna volume V increase corresponds εreff  and 𝑄𝑄𝑟𝑟 decrease, and therefore radiation 

efficiency rises ηr =  Q
Qr

 . 

In purpose to realize the antenna, three periodically arranged unit cells based on mushroom 

structure were used, each unit consists of a metal plate with dimensions 3 × 3 mm2 shorted 

by via to the ground plane, the via radius is 0.2 𝑚𝑚𝑚𝑚, between any pair of cells a gap 

separation has been fixed to 0.2 𝑚𝑚𝑚𝑚 .Two open ended meander stubs are attached from 

each side, in order to tune up LL and consequently ωsh .The stub consists of four turns, each 

of length 3 𝑚𝑚𝑚𝑚 ,width and spacing are equal to 0.1 𝑚𝑚𝑚𝑚 .The substrate and the ground 

plane are separated by an air layer of thickness 6.2 mm and have the following dimensions 

20 × 20 × 1.52 mm3, 60 × 60 mm2 , respectively. 

The antenna has 
λ0
12

× λ0
8

× λ0
28

 as volume, it can be classified as small antenna. For the 

excitation, a coaxial cable was used with inner and outer radii fixed to 0.4 𝑚𝑚𝑚𝑚 and 0.9 𝑚𝑚𝑚𝑚 
respectively. The antenna is shown in Figure.2. 

 

 
 

Figure 2.  ZOR antenna layout 

A full-wave electromagnetic simulation was carried using Ansoft HFSS gives the S-
parameters, displayed in Figure.3a. The first and second order negative resonant modes 

correspond to f−1 = 2.41 GHz (WLAN) and f−2 = 2.04 GHz (UMTS) respectively. The 

zeorth-order resonance mode is located at f0 = 3.52 GHz (WIMAX) with corresponding 

return loss coefficient  S11 = −12.89 dB. The radiation efficiency was enhanced to 
approximately 93 % at this frequency, but it drops quickly for the other modes due to a 

high rise of conductivity loss. The gain of value 2.37 dBi is acceptable at 𝑓𝑓0 but it becomes 
negative for the non fundamental resonant modes, which deteriorates the antenna function.  

The radiation patterns at E(x-z) and H(x-y) planes are shown in Figure.3b and Figure.3c, 

respectively, reveal the expected monopolar radiation pattern at 𝑓𝑓0. 
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(a) 

 

             (b)                                      (c) 

                      Figure. 3.  (a) Return loss S11, Radiation patterns (b) E(x-z) and (c) H(x-y) planes 

 

4. CONCLUSION  
 
A multiband small zeroth-order antenna has been presented and demonstrated to exhibit 
higher gain and radiation efficiency at the fundamental resonant mode than other CRLH 
antennas. Generation of a vertical uniform electric field by the antenna is confirmed at 3.52 
GHz.    
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Abstract- This paper presents a new category of composite right-left-handed (CL-CRLH) unit cells.  
The new cells rely on complementary stubs, e.g. open and short circuited stubs in planar transmission 
lines or dual modes in coupled lines.  They have geometrical circuit model, do not rely on commercial 
off-the-shelf components, and do not require vias.  Theoretical expectations have been confirmed by 
EM simulations and measurements.  
 

1. INTRODUCTION 
CRLH transmission lines have paved the way for the realization of compact microwave devices, and for the 

implementation of novel applications [1-4].  Some designs of the unit cell are persuaded by the first 
implementation of metamaterial [5], where split ring resonator (SRR) were used, while others rely on patterned 
or commercial off-the-shelf (COTS) lumped-components. 

This paper revisits some conventional microwave structures, short/open stubs and coupled-lines.  It shows the 
application of these structures as CRLH unit cells.  The proposed cells have geometrical circuit model, and are 
not limited to specific values as in COTS components.      

 
2. COMPLEMENTARY STUBS CRLH UNIT CELL 
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Fig. 1   a) Series stub, b) Parallel stub, c) and d) equivalent circuit model of the series and parallel stubs at λ/4, e) and f) equivalent circuit 

model of the series and parallel stubs at λ/2. 
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Series-short and shunt-open circuited stubs, shown in Fig. 1 (a) and (b) respectively, are basic components in 
RF circuits.  At λ/4, their equivalent circuit models are a shunt resonant and a series resonant circuit 
respectively, Fig. 1 (c) and (d), and at λ/2 their equivalent circuit models are a series resonant and a shunt 
resonant circuit respectively, Fig. 1 (e) and (f).  Combining these two simple structures, results in a CRLH unit 
cell.  If the dispersion relation of the short and open –circuited stubs are identical the transition frequencies for 
both stubs will be the same and consequently a balanced CRLH TL will be achieved at λ/2.  

 

 
(a)                                                       (b) 

Fig. 2   a)Series and parallel stubs CRLH unit cell, b) dispersion relation, substrate height h = 1.6 mm, dielectric constant εr = 4.4, p = 6.5 mm, ds = 

25 mm, g = 0.5 mm, wp = 0.5 mm, and W = 2.8 mm, and dp = 20.5 mm. 

 
Fig. 2(a) shows the microstrip implementation of the proposed unit cell, where the slot in the ground behaves 

as a series short-circuited stub [6].  The length of the parallel stub was tailored to achieve the balance condition 
at the second transition frequency, f = 3 GHz.  The optimum length was found to be dp = 20.5 mm.  The 
corresponding dispersion relation is shown in Fig. 2(b).  The second left-handed band appears at 6 GHz, 
however, the balance condition at this frequency could not be achieved.  This is mainly due to the difference in 
dispersion relations of the series and shunt stubs.  

The performance of seven cascaded cells was simulated using both EM, HFSS [7], and circuit simulations.  A 
comparison between the circuit model and EM simulations when dp equals 20.5 mm is shown in Fig. 3(a).  
Transmission bands alternating between right and left -handed appear at the output. However, both EM and 
circuit simulations results show imbalance between left and right –handed bands.  The length of the parallel 
stubs was optimized in the EM simulations to reduce the imbalance at the lower frequency, the optimum value 
was found to be 24 mm.  The results, which are also depicted on Fig. 3(a), show that there is a slight increase in 
S21 for the first left-handed band, however the imbalance could not be eliminated.  The optimized structure was 
fabricated on FR4 (h = 1.6 mm, εr = 4.4, tan δ = 0.02). Fig. 3(b) shows the measurement and EM simulation 
results.  Good agreement is achieved between simulation and measurement results. 

Although the use of complementary stubs eliminate the need of vias as in CRLH traditional designs, however, 
the physical separation between the stubs and the different dispersion characteristics degrade the performance of 
the cell and prevent the balance condition.  Moreover, and as expected, radiation near the balance frequency 
reduces the transmission coefficient significantly.  
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(a)                                                  (b) 

Fig. 3 Transmission coefficient of a transmission line that consists of 7series/parallel stubs unit cells.  

 
3. DUAL MODE CRLH UNIT CELL 

Combining physically the two stubs and having identical dispersion relation will definitely improve the 
performance.  This sounds unrealistic unless we make use of orthogonal modes as in dual mode filters.  Fig. 
4(a) shows the layout of the coupled line, CL, CRLH unit cell, which was recently proposed in [8].  It consists 
of two microstrip coupled lines (W, l, S) inserted symmetrically at the center of a host transmission line (Wm, Lm).  
The two ends of the CL are connected together.  Hence, the differential and common modes generated in the 
coupled lines see short and open circuited stubs respectively creating the two complementary stubs.  The 
substrate has a smaller dielectric constant to ensure almost equal dispersion relations of the two modes at low 
frequency.  Fortunately, this geometrical circuit model allows the tuning of the components dimensions to 
achieve two goals: minimum imbalance between the LH and RH bands, and the optimum matching over the 
largest bandwidth. 

Fig. 4(b) shows the dispersion characteristics and Bloch impedance of the proposed unit cell, the balance 
frequency, ω0,2, equals 2.4 GHz.  Very narrow stop bands appear at the transition frequencies, a large LH band, 
1 GHz, appears between ω0,1 and ω0,2, and the Bloch impedance equals approximately 50 Ω up to 4 GHz. 

Seven unit cells were cascaded on RT/Duroid 5870 (h = 1.6 mm, εr = 2.33, tanδ = 0.002, and copper 
metallization) to form the proposed CRLH TL.  Circuit simulations, depicted on Fig. 5 (a) and (b), show that 
transitions within -2 dB insertion loss were achieved at 1.2 GHz, ω0,1, and 2.4 GHz, ω0,2, and matching was 
achieved over the entire bandwidth.  However, at higher transition frequencies, S21 drops to less than -10 dB, 
while S11 increases significantly.  These results were confirmed by simulating the device using EM commercial 
software.  EM simulation time was significantly high, and hence the number of simulated points was reduced.  
EM simulation results, S11 and S21, are also plotted on Fig. 5 (a) and (b).  Good agreement between circuit and 
EM simulations was achieved. However, deviation between EM and circuit simulations increases after 4 GHz, 
the second LH band is narrower than the expected value and the total loss is larger.  
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Fig. 4  a) Schematic of the coupled line unit cell and seven cells, b) the dispersion relation, S = 0.5 mm, l = 40 mm, h = 1.6 mm, εr = 2.33, p = 8 mm, 

Wm = 3.9 mm and W = 1 mm. 

 
The device was fabricated and characterized. Measurement results are also shown in Fig. 5 (a) and (b).  A 

very good agreement between measurements, EM and circuit simulations was achieved up to 4 GHz.  After 4 
GHz, the circuit model is able to predict the transition frequencies only while the expected values of the insertion 
and return losses are not accurate. On the other hand, the agreement between the measurements and EM results 
extends over the entire bandwidth.  The difference between the circuit model from one side, and the 
measurements and EM simulations from the other side, lies in the radiation losses, which cannot be described 
precisely in circuit simulators.  This design reduces significantly the size of the unit cell and widens the LH 
band width, however small stopbands are still present.  All pass band (insertion loss is negligible at the balance 
frequencies) CRLH unit cell is achievable if the dispersion characteristics of both modes are identical. This 
condition can be achieved in stripline technology.  

 

     
(a)                                                              (b) 

Fig. 5    S-parameters of a transmission line that consists of 7 coupled line unit cells. 
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4. CONCLUSION 
A new family of CRLH unit cells, which is based on complementary stubs and dual modes in coupled lines 

was proposed. The new topologies have geometrical circuit model, which facilitates significantly the design 
since it does not depend on EM simulations, don’t need via, and are not limited to specific values as in COTS 
components.  
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Abstract-  Metal-organic-hybrid bulk chain-like, block, tubular, and plate crystals  have been 
synthesized by wet chemical method. Single crystal X-ray diffraction and TEM reveal that all the 
nano-structures are associated with their crystal motifs, which provide a successful and effective access 
to assemble controlled specific nano-structures from bulk crystal of which their motifs are fine-desired.  
 

1. INTRODUCTION 
Nanostructures have been successfully synthesized due to their potential application in materials and medicines 

[1,,2]. How to assemble controlled nano-architectures has aroused extensive attention[3-8]. Mo/W-based nano- 
structures are of special interest due to the key role of Mo/W in modern optics, magnetism, catalysis, and 
medical science. At present, various methods, such as catalytic vapor-liquid-solid growth [9], direct solid-solid 
and gas-solid reaction [10], and template-based design techniques [11], have been applied to assemble these 
architectures. However, the well-controlled nano-structures are still hard to obtain especially the repeatability. 
Here we report a series of crystals and nano-spices which are constituted by molybdenum-organic-hybrids 
{[NH3CH2CH (NH2)CH3] (C6H4O2)[µ2-OC6H4O](MoVI-O-Na-O)[NH2CH2CH(NH2)CH3]}n (1) , [NH3CH2CH 
(NH2)CH3]2[MoVI(O2)(O2C6H4)] (2) , and (NH3CH2CH2NH2)3[MoV(O2)(O2C6H4)] (3), separately, and study the 
relationship between the motif of the bulk crystals and nano-structures. 

 
2. CRSTALS AND THEIR NANO-STRUCTURES 
Single crystal X-ray analysis reveals that complex 1 crystallized in an orthorhombic system with Pbca space 
group. The complex {[NH3CH2CH(NH2)CH3](C6H4O2（µ2-OC6H4O](Mo-O-Na-O)[NH2CH2CH(NH2)CH3]}n (1) 
displays an infinite coordinated one-dimensional structure. The structure of the repeating unit of complex 1 
[NH3CH2CH(NH2)CH3](C6H4O2)[µ2-OC6H4O](Mo-O-Na-O)[NH2CH2CH(NH2)CH3] (Fig.1A) exhibits the 
coordination environment of metal Mo and Na atoms. The most striking structural feature of the complex is its 
infinite one-dimensional structure linked by Mo-O-Na-O unit along c axis (Fig. 1B), and the chains align parallel 
along a axis assemble a chains array which linked through hydrogen bond in ac plane forming lamella, and the 
lamellas pile into multi-layered architecture through Van der vaals force along b axis (Fig.1C). It is also worthy 
to note that, similar to graphite, the multi-layer architecture is possible to slip into thin-lamella. 
After bulk crystal 1 was grounded into fine powder 1, the powder 1 was put into ether forming a mixture, and the 
mixture was sonicated at 40 kHz room temperature for 1h, nano-wire which parallel-aligned into wire-array was 
observed under TEM (Figure.1D). The parallel alignment of the nano-wire is similar to the chains array in figure 
1B and 1C., and magnified image displays the nano-wire with diameter about 2 nm, length over thousands nm, 
and distance about 2 m between adjacent nano-wires. 
The forming mechanism of the nano-wire is that when ultrasonic wave passes through a liquid medium, a large 
number of micro-bubbles form, grow, and collapse in a very short time, which is called ultrasonic cavitation[12]. 
The cavitation can generate local temperatures as high as 5000K and local pressures as high as 500atm, with 
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heating and cooling rates greater than 109K/s[13]. When the mixture containing ether and the well-ground powder 
1 are treated by ultrasonic technique, the weak Van der vaals force between adjacent lamellas along b axis are 
destroyed and the multi-layer architecture slip into nano-lamellas which is assembled by parallel aligned 
nano-wires along a axis in ac plan. It is obvious that the nano-wire observed under TEM is the morphology of 
the infinite one-dimensional complex 1 and the nano-wire array is the parallel-alignment of complex 1. 
 
 
 
 
 
 
 
 
Figure 1. Structure of complex 1 (A), their packing along c (B), a axis (C), nano-wire array (D,scale bar 50nm). 
 
Crystal 2 with block morphology was formed after the reactant Na2MoO4·2H2O in reaction 1 is replaced by 
[(CH2CH2CH2CH2)4N]4Mo8O24. X-ray crystal structural analysis reveals that crystal 2 was crystallized by 
complex [NH3CH2CH(NH2)CH3]2[Mo(O2)(O2C6H4)] (2) in monoclinic with space group P21/n, a=10.964(1)Å, 
b=10.43(9)Å, c=18.985(5)Å, β＝96.399(5)°, and Z = 4. The Mo center coordinates with two catecholato 
ligands, displaying a cis-dioxo fashion with chiral pseudo-octahedral [MO6] coordination geometry (Figure 2A), 
and the chiral anions [Mo(VI)O2(OC6H4O)2]2- exhibited two types of enantiomers (lambda / delta configuration). 
In contrast to the infinite one-dimensional complex 1, the pair of enantiomers of [Mo(VI)O2(OC6H4O)2]2- as 
discrete particle repeat along three-dimensions and linked through [NH3CH2CH(NH2)CH3]+

  by hydrogen bonds 
(Figure 2B and 2C). Since hydrogen bonds are unstable and [NH3CH2CH (NH2)CH3]+ cations are volatile under 
ultrasonication with 5000K temperature, 500atm pressure, and heating and cooling rates greater than 109K/s[11], 
so it is inferred that the parts of hydrogen bonds were destroyed, NH2CH2CH(NH2)CH3 molecules were 
volatized, and  parts of [Mo(VI)O2(OC6H4O)2]2- 

 anions were protonated into [Mo(VI)(OH)2(OC6H4O)2] , so that  
parts of  the linkage of the framework in crystal lattice were broken and the powder 2 were dispersed into 
discrete nano-particles.  

               

A                    B                    C                      D 

Figure 2. Structure of complex 2 (A), their packing along c (B), a axis (C), nano-spheres (D, scale bar 20 nm) 
 
As expected, when the bulk block crystal 2 was ground into powder 2, put into ether, and treated by sonication, 
the nano-spheres with diameter between 30 nm to 50 nm were observed under TEM (Figure 2D). It is shown 

    

       A                       B                     C                  D 
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further that the cavitation environment caused by ultrasonic wave can break weak interaction among molecules, 
and disperse the crystal powders into nano-aggregates which associate with the motif in crystal lattice. It is also 
worthy to note that the nano-particle assembled by the discrete complex 2 is different totally from the nano-wire 
assembled by the infinite one-dimensional complex 1. 
To confirm the conclusion obtained above further, (NH3CH2CH2NH2)+ instead of [NH3CH2CH(NH2)CH3]+

  was 
used and bulk tubular crystal 3α and bulk plate crystal 3β, both of them consisted in complex 
(NH3CH2CH2NH2)3[MoV(O2)(O2C6H4)] (3), were obtained under different temperature. X-ray crystal structural 
analysis reveals that the crystal 3α crystallized in tetragonal system, space group P4(2)/n, a=25.214(8), 
c=7.484(4)Å, and Z=8 under 5 ℃. The chiral [Mo(V)O2(OC6H4O)2]3- (Figure 3A) also have two types of 
enantiomers (lambda / delta configuration), and four pairs of enantiomers form a tubular structure (Figure 3B), 
and the tubule as motif assemble multi-tubular framework linked by (NH3CH2CH2NH2)+ cations (3D). Similar to 
crystal 2, hydrogen bonds are not stable and (NH3CH2CH2NH2)+  are is to volatized under sonication, so it is 
also inferred that the multi-tubular framework could be break into motif eg nano-tubules. As expected, when the 
bulk single crystal 3a was ground, put into ether, and treated by sonication, the nano-tubules with internal 
diameter about 50 nm were observed under TEM (Figure 3D). The nano-tubular morphology is also similar to 
the tubular motif of crystal 3a. 

    
       A                           B               C                   D 

Figure 3. Structure of 3 (A), packing in ab plan in crystal 3a (B and C), nano-tubules (D, scale bar 30 nm). 
 

          
       A                        B                            C 

Figure 4. The packing of complex 3 in ac plan (A and B) in crystal 3β, and nano-ribbons split from crystal 3β. 
 
Crystal 3β, which is the allomorphism of crystal 3a, with macro-lamella morphology crystallized above 10 ℃ in 
monoclinic, space group P21/c, a=7.1254(2)Å, b=30.7496(9)Å, c=9.7857(3)Å, β＝102.411(2)°, and Z=4. The 
difference between crystal 3β and 3α is the packing of the complex 3 in crystal lattice. In crystal 3β, the motif of 
the crystal 3β is bi-molecular-layered structure constituted by enantiomeres of chiral [Mo(V)O2(OC6H4O)2]3- 
anions, and the motif form multi-bi-molecular-layered architecture linked by (NH3CH2CH2NH2)+ cations  along 
c axis (Figure 4 A and B). It is also inferred that the multi-lamellar framework could be slip into motif eg 
nano-lamella and the lamellas break into nano-ribbon further. As expected, when the bulk single crystal 3β was 
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ground, put into ether, and treated by sonication, the nano-ribbon with width about 30 nm and length hundreds 
nm was observed under TEM (Figure 4C).  
 
3. CONCLUSIONS 
Controlled nano-structures can be prepared from bulk crystal by grounding and ultrasonication. The dimension 
and morphology of the nano-structures are associated with the motifs in crystal lattice. The adding of the small 
organic molecules which are volatile and easy to form hydrogen bonds is an effective access to obtain controlled 
nano-structures under mild environment. 
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Abstract—
In the present paper we study the effect of magneto-dielectric laminated thin films on the charac-
teristics of high impedance surface. Analytical and numerical modelings are compared by using
the AEMT method and a full-wave simulation tool respectively.

1. INTRODUCTION

This paper relates to high impedance surfaces and in particular, to Artificial Magnetic Conduc-
tor (AMC) or Reactive Impedance Surface (RIS) loaded with magnetic materials. In the past few
years, an increasing interest was born for ground planes showing high impedance surface properties.
Recently, new artificial high impedance surfaces have been introduced by [1]. Usually AMC and
RIS consist of an array of conductive patches printed on metal-backed dielectric substrate with a
periodicity smaller than the free space wavelength. This distinguishes AMC from Frequency Se-
lective Surface (FSS). Unlike the Sievenpiper’s mushroom structure [2], this new surface does not
contain any via or DC contact. Perfect Magnetic Conductors (PMC) consist in a surface exhibiting
a reflexion coefficient of Γ = 1. Thus, image currents are not phase reversed but in-phase with the
original current. Consequently, low profile antennas can be imagined by using AMCs (i.e. a prac-
tically realisable PMC) allowing to place radiating element close to the reflector. High impedance
surfaces have been used in various antenna applications [3] despite such reflectors suffer from a lack
of bandwidth [4]. Besides, recent technological advances in microelectronics allowed the emerg-
ing of new multilayered materials performed by thin film deposition [5]. These heterostructures
constitutes an original solution for high permeability materials suitable for microwave regime. By
using a combination of ultrahigh magnetization and ultrahigh exchange-biased FeCo multilayers
with dielectrics, this material exhibits a particularly interesting electromagnetic behavior for ra-
diofrequency applications. This article aims to analytically investigate the impact of such layers on
reflexion coefficient phase. Authors of [6] used the Anisotropic Effective Medium Theory (AEMT)
to determine radioelectric parameters of magneto-dielectric stacked layers. We developped an orig-
inal model, based on a simple analytical formula for the surface impedance [7], to predict their
impact. Indeed, our model take into account conductivity of magnetic layers by including the
magnetization relaxation mechanism due to Eddy currents [8].

2. ARTIFICIAL MAGNETIC CONDUCTOR MODELING

In order to characterize the electromagnetic behavior of AMC, theoretical investigations have been
widely driven by many authors: 1) Sievenpiper stated that reflection properties of the mushroom
structure can be partly described by an equivalent LC resonator [2]; 2) several authors used the
transmission line model for the characterization; 3) Mosallaei and Sarabandi proposed a method for
designing a reactive impedance surface with a prescribed surface impedance property; 4) Tretyakov
developped a simple analytical model based on a description of their electromagnetic properties,
in terms of grid impedance [9]. Indeed, by applying the Babinet principle on planar strip grids
located at a dielectric interface, one can derive the grid impedance for the complementary structure,
e.g. an array of patches. In this section, we present two different types of models for reflexion
coefficient computing of AMC in case of normal-incidence plane-wave excitation. Concerning the
model developped by Mosallaei, the effective length of the square patch has to be chosen slightly
shorter than its physical length because of the finite size edge effects [6]. Thus, by properly choosing
the effective length, the model fits very well the Finite Element method (HFSS). In addition same
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authors have shown an independant incidence angle of the surface response, in consequence we do
not consider, in this article, any oblique incidence and arbitrary polarization plane wave.
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Figure 1: (a) Unit cell, (b) Modeled and simulated phase of the reflexion coefficient, (c) AMC

In spite of a better agreement with Mosallaei model, our choice for the magneto-dielectric thin
films impact evaluation went to the Tretyakov model due to very good agreement without any
approximation on physical or geometrical properties.

3. RADIO ELECTRIC PARAMETERS MODELING OF MULTILAYER THIN FILMS

In order to characterize the interaction between electromagnetic waves and a complex finite or
infinite medium periodically laminated, one can use an analytical method based on the AEMT [6].
This recursive method can be applied to multilayer thin films stacks. However, this model is only
valid for the incident wave direction of propagation and polarization, shown in Fig. 2, leading to a
particular fields configuration . It is important to ensure that the pattern leads to the right fields
configuration inside the patch cavity when illuminating by a plane wave. Zhang [1] investigated the
field distribution of a patch array surface excitated by a z-polarised normal TEM incident wave.
His conclusion has shown a very similar field distribution on both single patch antenna and periodic
patches arrays.

Figure 2: Anisotropic effective material model for the 1-D periodic magneto-dielectric.

Originally, AEMT method was limited to non dispersive and non conductive materials. In
previous work [10], we strived to take into account the highly conductive magnetic layers property,
by integrating the contribution of Eddy currents in the calculation of permeability on the one hand
and through the expression of complex permittivity on the other hand.

1
εeff

=
1
ε1

Li

Λi
+

1
ε2

(
1 − Li

Λi

)
(1)

µeff = µ1
Li

Λi
+ µ2

(
1 − Li

Λi

)
(2)

Authors of [6] used the AEMT to determine radioelectric parameters of magneto-dielectric stacked
layers. We developped an original model, based on a simple analytical formula for the surface74
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impedance [7], to predict their impact. Indeed, our model takes into account conductivity of
magnetic layers by including the magnetization relaxation mechanism due to Eddy currents [8] in
the AEMT model.

µextrinsic = µ1 = µLLG

[
2δ

(1 + j)e
tanh

(1 + j)e
2δ

]
(3)

µintrinsic = µLLG = 1 +
γ4πMS (γH + γ4πMS + jωα)

(γH + jωα) (γ4πMS + jωα) − ω2
(4)

where δ skin depth, α damping factor, Ms saturation magnetization, γ gyroscopic factor, Heff
effective magnetic field and e the magnetic layer thickness. Figure 3 (a) and (c) illustrate the
magnetization relaxation mechanism due to Eddy currents. We can observe a permeability fall
both on extrinsic and effective permeability when using a 1 µm thick magnetic and conductive
layer.
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Figure 3: (a) Permeability spectrum, (b) Magneto-dielectric multilayer stack, (c) Effective permeability
spectrum

In this section we put the emphasis on the critical role of magnetic layers conductivity.

4. MAGNETO-DIELECTRIC THIN FILMS IMPACT

Our contribution consists in combining the Tretyakov model and the model from [10] developped
in section 3 . Instead of using µr = 1 we introduced the complex permeability expression (2) inside
the equivalent surface impedance expression.
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Figure 4: (a) Example of influence of µ on the reflexion phase diagram, (b) Top view and cut plane of
magneto-dielectric stack unit cell of HIS patch array,

As shown in Fig.4(b), we obtain a good agreement between analytical and simulated results.
Main results concern a frequency downshift in spite of using two magnetic layers only 300 nm thick
each. Figure 5 present the reflexion phase diagram for a multilayer stack cell configuration.75
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Figure 5: (a) Top view and cut plane of magneto-dielectric stack unit cell of HIS patch array, (b) Example
of influence of µ on the reflexion phase diagram

One can note that a miniaturization is achieved even if µr = 1, as shown by dotted lines. As
hypothese to explain that we can say that strong capacitive coupling opers between closed layers.

5. CONCLUSION

The loading of AMC with such laminated magneto-dielectric conductive thin films leads to a 6%
pattern miniaturization. Both analytical and numerical results illustrate the influence of a single
magnetic layer whereas a complex heterostructure can not yet be modeled. Future work will explain
in detail this particular behavior.
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Abstract- In this paper, we showed that homogeneous metamaterial coatings with relative permeability 

and permittivity less than one can reduce backscattering cross section of an electrically large sphere. 

Since monostatic radar cross section (RCS) is based on backscatter waves, such a coated sphere can not 

be detected. We also considered the effect of loss in coating and proved that even with a lossy coating, 

transparency in front of monostatic radar is achievable. 

   

 

1. INTRODUCTION  

Invisibility was a highly attentioned subject during last decades. After introducing the concept of metamaterials, 

many researches have been conducted in the field of achieving invisibility by metametrials. Different methods 

and simulations have been investigated in this subject. A concept in cloaking subject, introduced in [2], is an 

object-dependent cloak. In this method, cloak with �� � � and �� � � is designed so that the cloak-object 

pair’s scattering become zero. As was shown in [2], hiding objects is doable only for small objects compared to 

wavelength. When the object become larger, the ability of this method is affected and a complete transparency is 

not possible. For large spheres, it is impossible to decrease total scattering cross section. We will show that it is 

possible to reduce the backscattering cross section of an electrically large object by this method. Monostatic 

RCS is based on backscattered wave and using this method, make it possible to hide a large sphere in front of a 

monostatic radar. We will show that, it is possible to reduce the backscattering cross section of large objects, 

although, because of non-zero total scattering cross section, a bistatic radar is capable of detecting this kind of 

coated objects. 

 

2. Basic Theory 

Consider a dielectric sphere with permittivity��,
 
permeability���and radius���, coated by a spherical concentric 

shell with permittivity��	, permeability��
�and outer radius of�����. This sphere-coating structure is located in free 

space with constitutive parameters����and���. All of permeability and permittivity values can be complex, which 

allows us to model dispersive medias. The structure is depicted in figure 1. Adding coating to main sphere, 

increase the overall dimension of our structure, and generally speaking, larger objects have larger scattering and 

backscattering cross sections� Now the question is this, is it possible to add a specific coating to a sphere and 

make an extreme decrease in overall scattering cross section? As proved in [2], it is possible by metamaterial 

coatings. According to figure 1, consider a plane wave, traveling toward the sphere-coating pair. The time 

dependence of wave is���� ������ is free space wavelength.  

 

 

77



 

Figure1: Cross section of the main sphere and its coating 

 

Using Mie expansion theory [3], we can express scattered field in a summation of harmonics of 
�
���and�
�

�� , in 

which n is an integer. As mention in[2], these terms are: 
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����and�������are obtained from the below determinants [2]:  
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For TE mode, U and V will be calculated using duality, replacing ��with���in the above determinants. In 

addition, k is the wave number of different mediums, i.e:  

�� � ������ ,�� � ���� and �	 � ���	�	��                        (5)                                     

� ��and !��are the spherical Bessel function of first and second kind and prime("�# $%) denotes differentiation with 

respect to the argument of relevant spherical Bessel function. 

After calculating these coefficients, total scattering and backscattering cross section can be calculated 

respectively: 
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Analyzing 
�
���and�
�

�� , will show us that as n increases, these coefficients decrease and after a specific n, 

called Nmax, the terms will be negligible. So after determining Nmax, we replace it in upper limit of summation. 

As the structure become larger, Nmax will increase. Here, we should determine the value of Nmax. Nmax is 

directly proportional to dimension of the structure. As a rule of thumb we can consider�&'�( � ��)� [1]. As 

we anticipated before, this proposed value of Nmax shows that bigger structure will have larger value of Nmax. 

In addition, when the object is small ()� * �+, &'�( � �,�which means that only first term should be calculated.  

 

3. Backscatter wave reduction for large objects 

Total scattering cross section (we will abbreviate it �-�./) could not be omitted completely, when the coated 

sphere is not small(compared to wavelength), but in the term of backscattering cross section(we will abbreviate 

it�01�2), it is possible to be omitted completely even for large spheres. For large sphere�./�and 2 is independent 

and 2 could be zero, whilst�./�is not. Here we focus on metamaterial application as a coating to omit 2 for 

large sphere and start our investigation with a sphere with relatively large size. We consider a sphere which is 

larger than wavelength. Consider a sphere with�)� � 3���, � � �4�� and �� � �� coated with a �	 � 4#44��� 

and��	 � 4#4��� shell. Using such coating with specified constitutive parameters, as mention above, make it 

possible to have a zero minimum in )� � �#56�)� for 2, but not for�./. Thus a monostatic can not detect this 

sphere-coating structure. The normalized plot of��2 can be seen in figure (3-a). 

 

Figure 2: (a) Normalized�2 for sphere with��� � 3��, � � �4�� and�� � �� coated with �	 � 4#44��� ,��	 � 4#4��� 

      (b) Normalized�2 for sphere with �� � �4��, � � �4���and�� � �� coated with �	 � 4#4��� ,��	 � 4#4��� 

 

Next example which we consider is larger and much larger than wavelength i.e���� � �4��  ,�� � �4�� 

and�� � �� coated with �	 � 4#4��� and��	 � 4#4���. Here we can say that the dimension of investigated 

sphere is much larger than wavelength and there is no doubt that �.7 is much larger than zero for any value 

of��� while our defined coating make the�2 zero when ��� � �#�8����. The nomalized 2�is plotted in figure 

(3-b). 

 

4. Effect of loss 

In previous section, we assumed that both main sphere and coating are lossless. Now we consider the effect of 
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loss. This consideration is important because: first, loss in the term of conductivity is present in many materials 

in nature and second, we are using metamaterials as coating and so far loss is an inherent property of 

implemented metamaterials. Here we consider last example of previous section and compare the ideal coating 

with two coatings with same constitutive parameters plus adding loss in term of loss tangent. In figure 4, we 

plotted normalized 2 for last structure with 3 different coatings,��	 � 4#4���,�	 � 4#4���9� :  4#48+�and���	 �
4#4���9� :  4#�+�;<=>?���	 � 4#4����=��5�@�-?. It can be seen from figure 4 when the effect of loss is not 

dominant (i.e less than 10%), coating's performance is not affected so much and transparency is available. It 

should be noticed that the optimum value of�����shifts downward, when loss increases. 

 

Figure 3: Normalized�2 for a sphere with three different value of �	 , one lossless coating and two lossy coatings 

 

5. CONCLUSION 

We investigated a hiding method for large spheres with homogenous isotropic coating with 4 A �� � �  and 

4 A �� � � in front of a monostatic radar and showed that with this method, it is possible to make a drastic omit 

in backscattered fields, while it is impossible to reduce total scattering cross section for large spheres. We 

confirmed our claim by different examples. At last we showed that effect of adding loss to coating in negligible 

until it is limited to a reasonable value. 
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Abstract- The microwave transmission through stacked perforated metal layers (2-D metal meshes) is 
modeled using simple circuit-like models. The most relevant parameters of the circuit are accurately 
determined, taking into account the effect of losses. The model is tested by proper comparison with 
previously obtained numerical and experimental results. The physical mechanisms of transmission 
resonances are clearly explained in terms of the behavior of a finite number of strongly coupled 
Fabry-Pérot resonators, whereas the approximate positions of the first and last transmission peaks in the 
pass-band are obtained from the analysis of infinitely-periodic coupled resonators. 

 
1. INTRODUCTION 
The electromagnetic propagation through multilayer metal-dielectric stacks in the visible region has been 
reported in [1], showing a series of bands of high transmissivity. The transmission through such stacks is several 
orders of magnitude more than that for a single layer. This is because the electromagnetic waves inside metals at 
optical frequencies exist in the form of evanescent waves, which provide the necessary coupling mechanism 
between successive dielectric layers (in the sense of Fabry-Pérot (FP) resonators), separated by one metal film. 
An equivalent study at microwave frequencies is impractical because the metals are characterized by their high 
conductivities. However, in [2] and [3] physical systems that exhibit the observed behavior of stacked 
metal-dielectric layers at optical frequencies, in the microwave regime have been recently reported. In these 
structures the metal films used in optical experiments are substituted by perforated metal layers (fishnet grids) 
acting as partially-reflecting surfaces (PRS). Our first goal here is to show how a circuit model, whose 
parameters can be analytically obtained, accounts for the experimental and numerical results reported in [2]. 
Moreover, apart from avoiding lengthy and cumbersome computations, circuit modeling provides additional 
physical insight and a methodology to design devices based on the physical phenomena described by the model. 
In addition, the same circuit approach is used to extract some general features of the transmission frequency 
bands based on the analysis of infinitely-periodic structures.  

 
2. STACKED GRIDS 
An example of a multilayer fishnet-type PRS analyzed in this paper is shown in Fig. 1(a). This is the same 
structure reported in [2] with the numerical and experimental results, which is formed by printing five copper 
fishnet grids on low-loss dielectric substrates and stacking them to produce an electrically thick block, whose 
transmission characteristics at microwave frequencies are the subject of the study. The copper meshes are of 
thickness t = 18 µm separated by low-loss dielectrics of thickness h = 6.35 mm. The measured relative 

permittivity of the dielectric material is 3 (2.96 3.07)r rε ε≈ ≤ ≤ and its loss factor is 0.001 tan 0.0014.δ≤ ≤ The 
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unit cell of the fishnet grid is with period D = 5 mm and strip width w = 0.15 mm. When a y-polarized uniform 
transverse electromagnetic plane wave normally impinges on the structure, the fields are identical for each of the 
unit cell of the 2-D periodic system. Taking into consideration the symmetry of the unit cell and the polarization 
of the impinging electric field, a single cell such as the one shown in Fig. 1(b) has to be employed in the analysis. 
We have a number of uniform sections corresponding to the parallel-plate waveguide filled with the air and 
dielectric material separated by diaphragm discontinuities.  

                 
           (a)                                            (c) 

Fig. 1: (a) Five-layered fishnet-type PRS separated by dielectric slabs similar to the one used in [2]. (b) Transverse 
unit cell of the 2-D periodic structure corresponding to the analysis of normal incidence of a y-polarized uniform plane 
wave on the multilayer fishnet structure. Here, “pec” stands for a perfect electric conductor and “m.w” stands for a 
magnetic wall. (c) Equivalent circuit for the electrically small unit cell.   
 
This is a typical waveguide problem with discontinuities, commonly considered in microwave engineering 
practices [4]. Since for the frequencies of interest a single transverse electromagnetic (TEM) mode propagates 
along the uniform waveguide sections, the circuit model describing the physical system in Fig. 1(b) is the one 
depicted in Fig. 1(c). This model is valid provided the attenuation factor of the first higher-order mode generated 
at the discontinuities is large enough to ensure that the interaction between successive discontinuities through 
higher-order modes is neglected. For the transmission line in Fig. 1(c) the propagation constants and 
characteristic impedances for both the air-filled and dielectric regions are known in the closed form [4]: 
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ωβ =0 , ( )δεββ tan10 jrd −=                          (1) 
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where c is the speed of light.   
For the reactive loads Zg in Fig. 1(c), there are no closed-form expressions available in engineering practice. 
However, for electrically small dimensions and period, accurate estimations based on dynamic solutions for 
some periodic structures are available in the literature. Following [5], the analytical expression for the inductive 
grid impedance can be obtained as follows:       
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where ω is the angular frequency and η0 is the free-space impedance. Ohmic losses can be taken into account by 
using the surface resistance of the metal, since the skin effect penetration depth, δs, is much smaller than the 
thickness of the metal strips. This resistance, series connected with the inductance in (3), is given 

by wDR sg σδ= . Since the expressions for gZ  is not exact, the accuracy of the model has to be verified by 

experimental and/or numerical results.  
 
3. RESULTS AND DISCUSSION 
The results of the circuit model are compared with the numerical and experimental results reported in [2].    
Fig. 2(a) demonstrates the transmissivity of the five-layered fishnet-type PRS with the experimental, numerical, 
and analytical results. There is a perfect agreement between the results, where our analytical model clearly 
predicts the bands, consisting of four transmission peaks (pass-band) followed by a deep rejection band 
(stop-band). The essential fact is that we have four FP cavities strongly coupled through the square holes of each 
grid, i.e., four transmission line sections separated by predominantly reactive impedances. The circuit model and 
HFSS results (used in [2]) of the field distributions (corresponding to transmission peaks) are demonstrated in 
Fig. 2(b), showing a good agreement. It can be observed how the field values near and over each of the three 
internal grids are meaningfully different for each of the considered resonance frequencies.   
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Fig. 2: (a) Sub-wavelength power transmission resonances of the five-layered fishnet-type PRS: comparison of 
analytical, experimental, and numerical (HFSS) results. Here, A, B, C, and D correspond to the transmission peaks in 
the increasing order. (b) Electric-field distribution corresponding to the transmission peaks in five-layered fishnet-type 
PRS: comparison of analytical and numerical (HFSS) results.   
 
It should be noted that, in particular, the behavior of field distribution of the first and the last resonance peaks for 
any number of slabs has the same qualitative behavior shown for modes A and D. We can say that the phase shift 
from cell to cell (along the z-direction) is close to zero for the first mode and close to π for the last mode (with 
intermediate values for the other modes). It is observed that, when the number of identical layers is increased, 
the number of peaks also increases (indeed, there are as many peaks as slabs), and all the peaks lie within a 
characteristic frequency band whose limits are given by the electrical parameters and dimensions of the grid. 
However, with the increase in the number of layers, the resonance peaks corresponding to the first and last 
modes approach to the limiting values of 6.38 GHz and 13.65 GHz, respectively. In the limiting case of an 
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infinite number of unit cells, instead of resonances we should have a continuous transmission band, out of which 
the transmission is not possible. This kind of periodic structures can be analyzed using the microwave methods 
[6], and the dispersion equation of the infinite periodic structure can be easily obtained. The unit cell of the 
infinite periodic structure and the Brillouin diagram obtained by solving the dispersion equation for the first 
transmission band are shown in Fig. 3.     

              
(a)                                  (b) 

Fig. 3: (a) Unit cell of an infinite periodic structure under study. (b) Brillouin diagram for the first transmission band 
of the infinite periodic structure, showing an excellent agreement of circuit model and full-wave (CST) results. 
 
5. CONCLUSION 
The analysis of multilayer stacked grids (acting as PRS) separated by dielectric slabs can be analytically carried 
out with negligible computational effort making use of the simple circuit model. The main characteristics of the 
transmission bands (frequencies of the lower and upper resonances) are directly related to the behavior of infinite 
1-D periodic structures. The transmission bands and band-gaps are accurately determined using the circuit model 
concepts and methods of microwave engineering.  
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Abstract- This paper describes and analyzes a new structure of left-handed metamaterial (LHM) based on 
parametric studies. The combination of the modified square rectangular split ring (MSRR) and the 
capacitance loaded strip (CLS) was used to obtain LHM structure. The simulation and analysis was done 
using CST software. The parametric of the LHM structure was studied to see the effect of the frequency and 
the range of negative permeability (-μ) and the (-ε). The changes in the dimension of MSSR and CLS effect 
the S11 and S21 of the LHM structure. Whereby effect the value of permeability and the permittivity. The 
value of permeability and the permittivity was extracted from the reflection and transmission coefficient data. 
The studies proved that the LHM structure can be designed in the frequency range of interest. 

 
1.0  INTRODUCTION 
Left-Handed Metamaterial (LHM) is a material that exhibit negative permittivity and permeability in a certain 
frequency range [1]. This phenomenon can be characterized by the negative refraction index and backward wave. 
The backward wave propagation has been verified in [2] and the negative refraction has been proven in [3]. Many 
have proposed and published new structures that produce negative permittivity and permeability [4]. In this paper, 
the parametric study on LHM has been done to analyze the effect of resonant frequency and the value of εr and µr. 
The dimension of the LHM unit cell is shown in Figure 1.0. It consists of one MSRR between two pairs of CLSs 
in planar form. MSRR exhibits negative value of permeability while CLS exhibits negative value of permittivity. 
The width of gaps and lines, W2 and G1 is 0.5 mm, the gap between two CLSs is G3 = 1mm, the width of CLS, W1 
= 1 mm and the inner SRR is L3 = 7.1 mm. The height of the CLS inclusions, L1 = 15.1 mm, the length of the full 
capacitance strips is L4 = 13.1 mm, and the length of the half strips is L5 = 6.55 mm. The length of the outer 
MSRR, L2 and the gap between SRR and CLS, G2 are varied. The dielectric constant of the substrate is 4.7 with a 
thickness of 1.6 mm and a tangential loss of 0.019. 

 

Figure 1.0: The dimension of the LHM structure 
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2.0  BOUNDARY CONDITION FOR THE SIMULATION SETUP  
The simulation of LHM has been done using Computer Simulation Technology (CST) software. Perfect magnetic 
conductor (PMC) boundary condition is set on the front and back faces of the block in z-axis and perfect electric 
conductor (PEC) boundary condition is set on the top and bottom of the block in the y-axis. The E-field of the 
incident wave is polarized along y-axis while the H-field of the incident wave is polarized along z-axis and the 
wave propagate in x direction. Figure 2.0 illustrates the simulated structure. 

 

Figure 2.0: Boundary condition for simulation setup 
 
Through this configuration, the S-Parameters (S11 and S21) data are collected and exported to MathCAD for the 
calculation of the LHM region using the modified NRW Approach [5]. Two parameters of the unit cell (L2 and G2) 
are varied in order to study the influence in the determination of the resonant frequency and the value of εr and µr. 

 
3.0 PARAMETRIC STUDIES & ANALYSIS OF THE DEPENDENCE BETWEEN RESONANT 
FREQUENCY & PARAMETERS OF LHM UNIT  
 
3.1 Varying the Gap between the MSRR and the CLS, (G2) 
In this case, the gap between the MSRR and the CLS, G2 is varied to observe the effect of the resonant frequency, 
permittivity and permeability. The dimension of the MSRR is fixed as an initial structure shown in Figure 1.0. The 
results are plotted and shown in Figure 3.0 and Table 3.0. 
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Table 3.0: Correlation between frequency range of 
negative permittivity, εr and negative permeability, µr 
with gap, G2

Gap (G2) Frequency range of negative 
permittivity & permeability (GHz) 

2mm 4.0 - 4.224 
4mm 3.104 - 3.264 
6mm 2.592 - 2.736 
8mm 2.224 - 2.336  

Figure 3.0: Correlation between gap, G2 and resonant 
frequency  
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Table 3.1: Correlation between gap, G2 and length, L1 Table 3.2: Correlation between gap, G2 and length, L4

Gap (G2) CLS inclusion length (L1) 

2 mm 15.1 mm 

4 mm 19.1 mm 

6 mm 23.1 mm 

8 mm 27.1 mm  

Gap (G2) CLS strip length (L4) 

2 mm 13.1 mm 

4 mm 17.1 mm 

6 mm 21.1 mm 

8 mm 25.1 mm  
 
Referring to Figure 3.0, the resonant frequency is shifted by varying the gap, G2. When the gap, G2 increase, the 
resonant frequency becomes lower while the range of negative εr and negative µr is shifted to the lower region as 
shown in Table 3.0.  Note that, by varying the gap between the SRR and CLS, G2 the CLS inclusion, L1 and CLS 
length, L4 also varies. Table 3.1 shows the correlation between the gap, G2 and CLS inclusion, L1. Meanwhile, 
Table 3.2 shows the correlation between the gap, G2 and the CLS length, L4.  
 
3.2 Varying the Length of outer MSRR, (L2) 
In this simulation, the length of the outer MSRR, L2 is varied to observe the effect of resonant frequency, 
permittivity and permeability. As the L2 varied, other parameters such L1, L3 and L4 are altered as those 
parameters are related to L2. 
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Table 3.3: Correlation between frequency range of 
negative permittivity, εr and negative permeability, µr 
with length, L2  

MSRR outer 
length (L2) 

Frequency range of 
negative permittivity & 

permeability (GHz) 
7.1 mm 4.762 - 4.936 
8.1 mm 4.426 - 4.552 
9.1 mm 4.084 - 4.264 

10.1 mm 3.808 - 4.036 
11.1 mm 3.568 - 3.808 
12.1 mm 3.358 - 3.736  

Figure 3.1: Correlation between length, L2 and resonant 
frequency 

 

 
Figure 3.1 shows the correlation between L2 and the resonant frequency. As the length of the outer MSRR 
increase, the resonant frequency goes to the lower region. Consequently, the range of negative εr and µr also goes 
to the lower frequency region as the value of L2 increases as shown in Table 3.3. As a result on varying the value 
of L2, other parameters are also altered. Table 3.4 shows the correlation between the MSRR outer length, L2 with 
the MSRR inner length, L3. Table 3.5 shows the correlation between MSRR outer length, L2 with the CLS 
inclusion length, L1. While, Table 3.6 shows the relationship between the MSRR outer length, L2 with the CLS 
strip length, L4. As can be seen from these three tables, the value of L3, L1 and L4 increases as the MSRR outer 
length, L2 increase. This shows that increasing the size of the structure will make the resonant frequency and the 
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range of negative εr and µr shift to the lower region. 
 
Table 3.4: Correlation between 
length, L2 and L3

Table 3.5: Correlation between 
length, L2 and L1

Table 3.6: Correlation between 
length, L2 and L4

MSRR outer 
length (L2) 

MSRR inner 
length (L3) 

7.1 mm 5.1 mm 

8.1 mm 6.1 mm 

9.1 mm 7.1 mm 

10.1 mm 8.1 mm 

11.1 mm 9.1 mm 

12.1 mm 10.1 mm  

MSRR outer 
length (L2) 

CLS inclusion 
length (L1) 

7.1 mm 13.1 mm 

8.1 mm 14.1 mm 

9.1 mm 15.1 mm 

10.1 mm 16.1 mm 

11.1 mm 17.1 mm 

12.1 mm 18.1 mm  

MSRR outer 
length (L2) 

CLS strip length 
(L4) 

7.1 mm 11.1 mm 

8.1 mm 12.1 mm 

9.1 mm 13.1 mm 

10.1 mm 14.1 mm 

11.1 mm 15.1 mm 

12.1 mm 16.1 mm  
 
4.0 CONCLUSIONS 
From observation, there are parameters that have strong influence to the resonant. In conclusion, the parameters of 
G2 and L2 have strong influence in the resonant frequency and the frequency range of the negative value of εr and 
µr. The parameters of G2 and L2 plays important roles as they denotes the C and L values that determine the 
operating frequencies of the structures. If a large change in the resonant frequency needed, those three parameters 
should be varied accordingly. Further works are needed to observe other parameters of LHM of their influence 
toward the resonant frequency, permittivity and permeability. It is predicted that other parameters would also 
produce similar results as G2 and L2.
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Abstract- We study the properties of electromagnetic waves propagating along the waveguides with a 
periodic core created by alternating metal and dielectric layers, the so-called quasi-one-dimensional 
plasmonic crystal waveguides. Such waveguides can be symmetric or asymmetric depending on the cladding 
or substrate material properties, as well as on the termination of the periodic structure. We analyze the 
dispersion characteristics as well as the profiles of the guided modes for several types of the waveguide 
structures. 

 
1. INTRODUCTION 
The increasing development of nanofabrication technologies enabled a qualitatively new step in the exploitation 
of plasmonic properties of metal-dielectric nanocomposites for new ultra-compact photonic devices. In order to 
overcome the diffraction limit that prevents confinement and manipulation of light on the scales smaller than a 
half of the wavelength, various promising designs have been proposed such as hyperlenses [1, 2], hypergratings 
[3], and planar lenses based on nanoscale slit arrays in metallic films [4, 5]. A possible path toward guiding below 
diffraction limit is to use the anisotropic metamaterials, such as subwavelength plasmonic crystals (SPC), which 
ensure ultra-compact dimensions and optical operating frequencies and at the same time enable proper 
waveguiding through efficient elimination of parasitic conversion of surface plasmon polaritons into free-space 
modes [6]. A general SPC may have any of various 1D, 2D or 3D geometries, similar to those of photonic crystal 
guides, and may contain various metal inclusions, e.g. different nanoparticles, nanorods or ultrathin slabs. 

In fact, SPC represents a periodic nanostructured (super)lattice with alternating metal and dielectric parts. 
Optical properties of such a planar structure are strongly anisotropic, and similar to uniaxial crystal that supports 
various types of surface and guided modes [7], and creates plasmonic bandgaps. The relative dielectric 
permittivity of its metal parts should be below zero in the operating frequency range.  

Potential application fields for devices based on SPC guides are enormously wide and include among others 
optical telecommunications, sensors (where plasmonics is already widely applied for chemical/biological sensing), 
energy harvesting, biomedicine, etc. Maybe the most important envisioned role of plasmon-based subwavelength 
structures and devices is to serve as a link between electronics and photonics [8, 9] enabling a continuation of 
Moore's law in micro/nanoelectronics at optical frequencies. 

The easiest SPC geometry to fabricate is a 1D planar multilayer with alternating metal-dielectric strata having 
a nanometric thickness (the so-called quasi-one-dimensional SPC). This is the simplest and the oldest plasmonic 
crystal structure, yet it offers a wealth of effects. Depending on the geometry and the dimensions, as well as on the 
type of terminating strata, such multilayer guides may be symmetric, antisymmetric or asymmetric [10, 11].  

In this paper we study, both theoretically and numerically, propagation of electromagnetic waves along the 
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planar waveguides with anisotropic plasmonic crystal core designed with symmetric or asymmetric metal or 
dielectric claddings. The plasmonic crystal core with binary metal-dielectric unit cell is placed inside the 
waveguide with the main optical axis either along or normal to the core-cladding interfaces. We obtain the 
conditions for the existence of TM- and TE-polarized modes, which may appear both above and below the light 
line. 

  
2. FORMULATION OF THE PROBLEM 
 
We consider an electromagnetic wave propagation through a planar SPC waveguide as shown in Fig. 1; k

r
 

denotes the wave vector and qr  is the Bloch vector. The unit cell is binary, consisting of a metal and a dielectric 
layer with a total thickness L. Each stratum is described by its relative dielectric permittivity, metal with a 
Drude-type εm(ω) and dielectric with a dispersionless εd, and thickness dm and dd, respectively. The multilayer is 
sandwiched between thick claddings. In this paper we assume that the cladding material is identical to one of the 
unit cell constituents. A generalization to other cladding materials is straightforward. The structure represents a 
waveguide with an SPC core supporting propagation of both in-plane waves (along the wave vector k

r
in the x-y 

plane) and perpendicular ones (along the Bloch vector qr  in z-direction).  
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Fig. 1. Geometry of a planar multilayer subwavelength plasmonic crystal. Outer gray areas denote cladding which 
is identical to either metal or dielectric part of the unit cell. 
 
 For a multilayer with an infinite number of strata Floquet-Bloch dispersion relating frequency ω with k

r
 and 

qr  is valid: ( ) ( ) ( ) ( ) ( ) ( ) 2
,

2
, 2/sinsin1coscoscos psddmmpsddmm dkdkdkdkqL αα+−= . Here mds kk /=α , 

dmmdp kk εε=α /  for s and p polarization, respectively and 2/12
,, )( kk dmdm −ε= . All spatial dimensions 

are normalized to c/ω and wave numbers to ω/c; c is the speed of light in vacuum. In the uniaxial crystal 
approximation which implies layers with subwavelength thickness 1,1 <<<< ddmm dkdk  Floquet-Bloch 
dispersion relation, derived without any limitations regarding the value of qL, can be written as [7] 

   ( )222
,

2 2/)2/()/1()2/(sin)/1( LLkqL pss =ε+ε , (1) 

where ( ) mds δε+εδ−=ε 1 , [ ]mddmp εδ−+δεεε=ε )1(  and the fill factor is defined as Ld m /=δ . 
 In the case of a finite superlattice consisting of N unit cells using the transfer matrix method [12] we obtain 
the dispersion relation valid for symmetric waveguides with the cladding made of one of the core constituents 

 ( )( )( )( ) 0cossinsin2/1 2211 =+− NqLqLNqLTT  (2) 

where T11 and T22 are the diagonal elements of the transfer matrix [12]. 
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3. RESULTS 
 
 Upon elimination of the Bloch vector from (2) by replacing it directly from Floquet-Bloch dispersion rather 
than from (1) we calculated frequency ω versus the wave number k. It should be stressed here that the elimination 
of the in-plane wave vector can be also done in analog manner, using (1), thus obtaining frequency versus the 
Bloch wave number q. In Figs. 2 and 3 we show normalized frequency ω/ωp versus normalized in-plane wave 
vector k/kp, where ωp is the plasma frequency, and kp=c/ωp. Fig. 2 shows the dependence for a metallic waveguide 
with a planar SPC core incorporating 7 dielectric layers, εd=1. It can be seen that there is one TE-band within the 
light cone and two bands for TM-polarized radiation in the frequency range where εm<0. There are exactly 7 
solutions located within each of the p-bands. The upper curve of the lower band and the lowest curve of the upper 
band cross band edges and enter into the gap. These two, represented by red lines, coalesce later on and coincide 
with the standard surface plasmon dispersion curve (black curve). 
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Fig. 2. Dispersion of guided modes for N=7, Drude 
metal on both sides of the multilayer SPC guide. 

Fig. 3. Dispersion of guided modes for N=3, dielectric 
ε=10 on both sides of the multilayer SPC guide. 

 
The bottom curve of the upper p-band starting from the light cone crosses the light line and enters the gap, all 

the while possessing a negative group velocity. It means that this backward wave can be directly excited by the 
propagating modes from the outside. 

Only a single TE line can be seen in Fig 2, shown within the light cone, with the origin at the same point as the 
lowest curve of the upper p-band. Other 6 curves are not shown, since they are very close to ω/ωp=1. All 7 
branches in the s-band are forward waves, and the same is true for the lower p-band. 

Fig. 3 shows the dispersion for a waveguide with a planar SPC core incorporating 7 metal layers and with a 
dielectric cladding εd=2.89 (silica). In this configuration TE modes are not supported. There are two TM bands, 
each with 7 branches. The lowest branches from each band cross the band edge and enter the gap. 
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4. CONCLUSIONS 
 
We calculated the dispersion properties of planar multilayer SPC structures to assess their applicability for 
plasmonic waveguides. The anisotropic nature of these structures offers a wealth of effects, among those being 
the appearance of modes with negative group velocity (left-handed) for some TM modes, as well as those with 
zero group velocity. These are dependent on the size and structure of the unit cell, as well as on the degree of core 
anisotropy. The choice of the cladding for the SPC waveguides enables in some situations direct coupling of 
plasmons with the propagating modes. 
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Abstract- In this paper, a method for improving characterizations of antennas, especially in order to 
increase their gain and band width, is presented. This method is using metamaterial in electromagnetic 
perfomances. At first, an initial Inverted L Antenna (ILA) is designed and its radiation properties is 
took into consideration. Then by adding ground plane and metamaterial, changes in antenna's band 
width, radiation beam and gain is observed. The purpose of these designs and simulations is getting to 
the desirable effects of metamaterials on ILA radiation beam. NEC software, that its performance is 
based on numerical moment method, is used for simulating ILA, ground plane and metamaterial.

1. INTRODUCTION 
The Inverted L Antenna (ILA) has the most similar performances to Infinite Length Antenna. Length of this 
antenna is designed in a way that can be equal to several full periods of wave signal or less than a signal wave 
length. ILA is often in AM receivers. The intensity of received signal increases as the length of ILA becomes 
longer. As its length becomes closer to half of signal wave length, received signal intensifies. So, in long and 
medium wave bands,length of ILA is a fraction of signal wave length. On the other side, length of such antenna 
could be equal to several full cycles of short wave band signals. 
A method for improving characterizations of antennas, especially in order to increase their gain and band width, 
is using metamaterial. Metamaterials can make desirable effects on Electromagnetical and Optical performances 
[1]. 
Metamaterial is made by using some small wires or several metal rings and similar things. In these structures, 

µε, are negative, therefore their refraction index is negagative, too. This negative refraction index leads to a 
extraordinary capability to bend electromagnetic waves in a direction different from materials with positive 
refraction index [2, 3]. 
In customary ILA, length of antenna is equal to several signal wave length. Thus, some parts of signal's energy 
get to the end of antenna. If this terminal of antenna be as a open circuit, there will be a discontinuity in signal's 
way. Therefore the wave which is going to the end of antenna is reflected after contacting to this discontinuity 
and returns to signal's source. The reflected signal produces electromagnetic fields in contradiction with source 
signal and eliminates some parts of antenna's signal. Thus antenna's gain decreases. 
Connecting the end of antenna to a resistance equal to antenna's characteristic impedance is a way to increase 
efficiency. In this way, the whole energy of signal is transferred to the end of antenna and is absorbed by its 
terminal resistance. Therefore a reflected wave, which leads to eliminate antenna wave signal, is not produced. 
The antenna efficiency decreases, as its length becomes shorter. Even a small wire could be used as a transmitter 
or receiver antenna. Hence, if a small wire connects to antenna, it affects the intensity of transmitting or 
receiving signal. Of course, in this case the efficiency would be low but because of high sensibility of modern 
receivers, it is possible to receive the signals. 
 
2. Simulation of ILA by using NEC software 
In order to observe the performance of ILA and to improve its radiation properties, at first, an initial ILA is 
designed and its radiation properties is took into consideration. Then by adding ground plane, changes in 
antenna's band width, radiation beam and gain is observed. Finally, metamaterial is put under ILA and over the 
ground plane and its effects in improving performance of ILA is observed [4, 5]. 
 
2. 1. Design and simulation of initial ILA 
An ILA with lengths of 28 and 19 cm and a radius of 1 cm is considered. As below figures show, this initial ILA 
has unsuitable radiation properties.  
The studied frequency in this ILA is 300 MHz. The results from 280 to 320 MHz is shown below: 
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Fig. 1.  Input impedance versus frequency for initial ILA 
 

Fig. 2. VSWR versus frequency for initial ILA 
 

Fig. 3. Power gain versus frequency for initial ILA 

 

Fig. 4. Smith chart curve for initial ILA 

Considering to above result, it is concluded that initial ILA has unsuitable radiation properties, its band width is 
zero, the radiation gain is 2 dB and the input impedance is not appropriate. 
In the next step, it is tried to improve initial ILA properties by using ground plane under ILA. 
 
2. 2. Simulation of ILA on the ground plane 
In this step, ground plane is put under ILA.  
As Fig. 5 shows, for achieving the highest band width, distance between antenna and ground plane is limited to 
70 - 100 mm. 
 In this paper, the distance between ILA and ground plane is set 74 mm. The results from 280 to 320 MHz is 
observed in below figures. 
 

Fig. 5. Band width versus distance between ILA and ground 
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Fig. 6. Input impedance versus frequency for ILA on the ground 
plane 

 

Fig. 7. VSWR versus frequency for ILA on the ground plan 
 

Fig. 8. Power gain versus frequency for ILA on the ground 
plane 

 

Fig. 9. Smith chart curve for ILA on the ground plane 

Regarding to above figures, it is obtained that by putting ground plane in a suitable situation under ILA, 
radiation gain, VSWR and band width are significantly improved. VSWR amount in 300 MHz improves from 
5.3 to 1.2, impedance band width becomes 7 MHz and radiation gain is 8.7 dB. 
In the next step, it is tried to improve the radiation gain and impedance band width again by putting metamaterial 
under ILA. 
 
2. 3. Design and simulation of ILA by using ground plane and ILA 
Metamaterial ,that consists of two orthogonal arrays of wires, is put under the antenna. Each of arrays consists of 
10 thin wires that length of each of wires is 30 cm and the radius is 1 mm. The space between wires is 5 cm. 
Distance between metamaterial and ground plane is 5 mm. So distance between metamaterial and ILA becomes 
6.9 cm. The results from 280 to 320 MHz is shown in below figures: 
 

Fig. 10. Input impedance versus frequency for ILA on the 
ground plane and metamaterial 

 

Fig. 11. VSWR versus frequency for ILA on the ground plane 
and metamaterial 
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Fig. 12. Power gain versus frequency for ILA on the ground 
plane and metamaterial 

 
Fig. 13. Smith chart curve for ILA on the ground plane and 

metamaterial 
 

Considering to above results, it is obtained that by using metamaterial, impedance band width improves to 9 
MHz and radiation gain becomes 9 dB. So, the effects of using metamateril for improving ILA radiation 
properties is observed. 
 
3. CONCLUSIONS 
Regarding to low impedance band width of initial ILA, metamaterial is used for improving its radiation 
properties. Fig. 1 and Table 1 show that by putting ground plane under ILA, radiation gain, VSWR and band 
width are significantly improved. Metamaterial ,that consists of two orthogonal arrays of wires, is put under the 
antenna. 
Fig. 14 and Table 1 show that by using metamaterial, ILA band width increases 28.5% and also its radiation gain 
improves.

Table 1. Comparison between the results of various simulated structures 

Antenna structure Band Width (MHz) Gain (dB) 

Primary ILA 02

ILA on the ground plane78.7 

ILA on the ground plane
and metamaterial 99

Fig. 14. VSWR versus frequency for various structures

Several other metamaterials with different structures is also examined but the results are not suitable. The 
research on other metamaterial structures for improving the results is in review. 
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Abstract— In this paper, we investigate a thin-film sensing approach using split ring resonators.
The sensitivity based on tuned magnetic resonance has been demonstrated using three methods:
by depositing the film in the gap, under the rings as an intermediate layer and on the rings as
an overlayer. The numerical simulations and experimental results are presented. In addition, the
advantages and the limitations of each approach are discussed. Moreover, the sensitivity of the
circular rings are compared with that of the square rings.

1. INTRODUCTION

In recent years, thin-film sensing using metamaterials has been of great interest to scientists. This
mainly due to the wide range of applications that require detecting and characterising the chemical,
biological and dielectric properties of minute amount of sample substances. High sensitivity sen-
sors are typically based on resonant structures whose frequency response is shifted by the dielectric
loading [1]. To date, various structures of metamaterials and frequency selective surfaces have been
developed and introduced as thin film sensors. For example, double split ring resonators [2], asym-
metric single split ring resonators [1] - [5]. In fact, split ring resonators are presented to have a high
sensitivity. In this paper we investigate the resonant behaviour of a circular split-ring resonator
(SRR) after inducing a material on the structure. We present different approaches of sensing: by
depositing the material in the gap or either on or under the rings. The practical advantages and
limitations of each method are illustrated. The sensing properties have been investigated using
quasi-optical technique at mm-wave frequency range.

2. MEASUREMENT AND SIMULATIONS

In this work, circular split rings are fabricated using the positive photolithography. The SRRs
are designed to resonate in the frequency range of 70-170 GHz. The geometric parameters are
listed in the caption of Fig. 1. Furthermore, in this study, the measurements are carried out using
the free-space AB 8-350-2 millimetre vector network analyser [6]. A detailed description of the
setup can be found elsewhere [7]. On the other hand, the simulations are performed using the
commercial software CST MICROWAVE STUDIO. The propagation direction of the incident EM
field is perpendicular to the SRR plane, with the electric field parallel to the gap as shown in Fig. 1.

Figure 1: Geometrical dimensions and Photograph of SRR array l=350 µm, ro=140 µm, ri=78, µm, g=22
µm and Aluminium thickness is 0.7 µm.
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2.1. Film deposited under the rings

In the first experiment, Epson SU-8 photoresist of 1.4 and 1.7 µm thick are deposited under the
rings as intermediate layers. Figs. 2a and b show the measured and simulated spectra, respectively.
In the simulation the dielectric property of the photoresist is considered to be 1.725 and tan δ
equals to 0.02 [9]. Although the low-resistivity silicon substrate provides a quite weak resonance
(-13 dB), but a significant shift in the resonant frequency is observed. It is 9.45 GHz for 1.4 µm
and 9.48 GHz for 1.7 µm SU-8 photoresist.
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Figure 2: a) Measured and b) simulated transmission of SRR with and without SU-8 deposited under rings

2.2. Film deposited in the gap

In general, split ring resonators can be viewed as a LC-oscillator circuit. The magnetic resonance
is excited by the electric field when it is parallel to the gaps. The electric field concentration has
a maximum effect in the gap area. In fact, the capacitance due to the gap Cg forms about 65-70
% of the total capacitance of the ring [8]. Therefore, placing a material in this area changes Cg

and as a consequence shifts the resonant frequency. In our previous publication [8] we proposed
an analytical equivalent model of SRR structure. It has been shown that the shift in the resonant
frequency is inversely proportional to the total capacitance C. Moreover, this capacitance is directly
proportional to the permittivity of the substrate. It is also obvious that, the shift of f0 is directly
proportional to both the width of the ring w and the change in the permittivity of the material in
the gap with respect to air.
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Figure 3: Measured transmission of SRR without (solid) and with AZ6612 in the gap (dotted) a) Quartz
substrate, b) Silicon substrate

To verify that experimentally, two distinct substrates are used: high resistivity silicon with its
high permittivity value, and quartz substrate with its fairly low dielectric constant and also very
low loss factor. AZ6612 photo-resist is deposited in the gap with a thickness equals to the ring’s
thickness. The measured insertion loss of both samples are presented in Fig. 3. It can be seen that
quartz substrate gives higher shift (about 1.16 GHz) than the high resistivity silicon (0.71 GHz).
We could not simulate the SRR with filled gap, because there is no available information about the
dielectric properties of AZ6612 photoresist at mm-wave frequency range.
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2.3. Film deposited on the top of the rings

Alternatively, the thin film can be spun on the rings. This approach is more practical than the
previous ones, because it offers several advantages: first the fabrication process is much easier than
depositing the film under the rings. Second, only U.V photoresist materials can be deposited in the
gap or under the rings. This limitation is due to the development process using the solvent in the
photolithography processing. In contrast, the spin coating method is applicable to sense a wider
range of materials including liquids.
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Figure 4: Measured frequency shift of SRR composed of quartz substrate and a) 1.6 µm thick b) 2.1 µm
thick SU-8 photoresist overlayer

In order to check the sensitivity of our design, we fabricated two different SRR arrays. The
quartz substrate of both arrays is coated with Epson SU-8 photoresist. Both arrays have same
geometric parameters ( l=360 µm, ro=144 µm, ri=84 µm), the only difference is the gap width.
The first array has 22 µm gap width and coated with 1.6 µm thick SU-8 photoresist while the
second array, which has 24 µm gap width, is covered with 2.1 µm thick SU-8 photoresist. The
measured insertion losses of both arrays are depicted in Fig. 4. As it can be observed, there are
significant shifts in the resonant frequencies of both samples. They are about 3.73 GHz and 5.18
GHz respectively. In average the design provides about 2.3 GHz shift for each 1 µm thick of SU-8.
Knowing that the shift is proportional to the permittivity of the overlayer, this shows the high
sensitivity of our design.

Alternatively, high silicon substrate gives lower shift than quartz substrate, as in the case of
depositing the film in gap. The shift was about 0.95 GHz for 1.8 µm SU-8 and only 0.62 GHz for
1.4 µm SU-8 overlayer. The measured insertion loss of both arrays are depicted in Fig. 5.
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Figure 5: Measured frequency shift of SRR composed of high resistivity silicon substrate and a) 1.4 µm thick
b) 1.8 µm thick SU-8 photoresist overlayer

3. CIRCULAR AND SQUARE SRR

The last part of this paper concerns comparing the sensitivity of the circular rings with square rings.
We simulated the resonant frequency as function of the substance thickness when its deposited under
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rings. The considered square SRR cell has the same area as the circular rings described above. By
increasing the thickness of the photoresist SU-8, the shift of the resonant frequency of both designs
are saturated as shown in Fig. 6a. This result agree with that obtained using double square SRR
[2] and asymmetric SRR [3]. The interesting thing is that, the saturation of circular rings occurs
at 55 µm whereas it is at only 25 µm for the square rings.
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Figure 6: Simulated shift of the resonant frequency in function of the thickness of a) film in gap b) overlayer
for square and circular rings.

Furthermore, Fig. 6b depicts the shift of the resonant frequency of square and circular ring with
SU-8 photoresist deposited as an overlayer. The sensitivity of circular rings is quite high comparing
with that of the square rings especially at small thicknesses.

4. CONCLUSION

In summary, we demonstrate the sensing feature of circular split ring resonators at mm-wave
frequencies. The quasi-optical measurements show that it is easily to detect thin films of 0.7 µm
thick of a dielectric substance deposited in the gap, and a 1.4 µm thick deposited as an intermediate
layer. In the last case the sensitive was high, a shift of more than 9 GHz is measured. In addition,
about 4 GHz shift in the resonant frequency have been observed for a film of 1.6 µm thick spun on
the rings. Although, the sensitivity feature of the circular and square rings are mostly equivalent,
but the circular rings can sense double thickness than the square rings before the resonant shift is
saturated.
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Abstract- A finite element model for three dimensional acoustic cloaks in both cylindrical 

and spherical coordinates is presented. The model is developed through time-harmonic 

analysis to study pressure and velocity field distributions as well as the cloak’s performance. 

The model developed accounts for the fluid-structure interaction of thin fluid-loaded shells. 

A plane strain model is used for the thin shell. Mechanical harmonic excitation is applied to 

the fluid loaded shell to investigate the effect of mechanical oscillation of the shell on the 

performance of the acoustic cloak. In developing this model, a deeper insight into the 

acoustic cloak phenomena presented by Cummer and Shurig in 2007 is presented. Different 

nonlinear coordinate transformations are presented to study their effect on the acoustic 

cloak performance.   

 
1. INTRODUCTION 

Cloaking and media transformation studies have attracted tremendous attention in recent years. Pendry 

and Leanhardt [ 1] were the first to present the transformation-based solutions to the Maxwell’s equations 

rendering various objects electromagnetically invisible. Consequently, two dimensional acoustic cloaking 

was developed based on the analogy between the Maxwell’s equation and the two dimensional acoustic 

wave equation [2, 3] as a result of the invariance of the acoustic wave equation to coordinate 

transformation, where two- and three dimensional cloaks have been investigated [4]. However ideal 

acoustic cloaks are far from being realizable as they both require unrealistic values of the density and 

density-Bulk’s Modulus distribution far from any feasible physical existence.  

In an attempt to alleviate the physical constraints of the acoustic cloak and heading towards physical 

realization, Cheng et al. [5, 6] proposed material distribution of the acoustic cloak domain to be 

structured in concentric alternating layered fashion with homogeneous isotropic material properties based 

on the effective medium theory which eliminated the infinite mass constraint at inner boundary of the 

cloak domain. Their model was applied to two- as well as three dimensional acoustic cloaks, where they 

have illustrated the convergence to the ideal cloak with increasing number of isotropic layers.  

In all these attempts for modeling acoustic cloaks, rigid objects were only considered, which is not true for 

most structures. In this study a finite element model has been developed to investigate the effect of 

cloaking dynamic flexible structures coupled to the fluid domain. Although the mechanical oscillations of 

the flexible structure are assumed to be small enough not to deteriorate the cloak physical domain, its 

fluid-structure interaction characteristics would result in acoustic pressure waves emitted to the fluid 

domain as a result of structural excitation. The quality of the cloak performance for different structural 

excitation levels is quantified and two- and three dimensional flexible structures are studied.  
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2. MODELING OF ACOUSTIC CLOAKS FOR 3D FLEXIBLE STRUCTURES 

To achieve 3D acoustic cloaking, the pressure field within a cylindrical or spherical region (0 < 𝑟𝑟 < 𝑏𝑏) is 
mapped to an annular domain (𝑎𝑎 < 𝑟𝑟′ < 𝑏𝑏), where 𝑟𝑟 and 𝑟𝑟′ are the radial coordinates in the original 

and the transformed systems respectively, 𝑎𝑎 is the cloak’s inner radius and 𝑏𝑏 is the cloak’s outer radius. 

Based on the form invariance of the acoustic wave equation, Helmholtz acoustic equation is defined as: 

 ∇′. (𝜌𝜌′−1∇′𝑝𝑝′) + 𝜔𝜔2𝑘𝑘′−1𝑝𝑝′ = 0, (1) 

where the material properties 𝜌𝜌′ and 𝑘𝑘′ are given by: 
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In equation (2) 𝑄𝑄𝑖𝑖  is defined as the ratio of infinitesimal lengths in the transformed and the 

untransformed coordinates while 𝜌𝜌𝑜𝑜 and 𝑘𝑘𝑜𝑜 are the mass density and bulk modulus of the base medium. 

 

Linear vs. nonlinear domain transformation: 

The cloak domain is formed using a nonlinear transformation 𝑟𝑟′ = 𝑎𝑎 + (𝑏𝑏 − 𝑎𝑎)(𝑟𝑟/𝑏𝑏)𝑛𝑛 , 𝜃𝜃′ = 𝜃𝜃, 𝑧𝑧′ = 𝑧𝑧, 
where 𝑛𝑛 , an arbitrary transformation exponent that depends on cloak’s geometry and excitation 

frequency, is used to control the bending of the acoustic wave inside the cloak. For 𝑛𝑛 = 1, the material 

properties for cylindrical and spherical cloaks respectively are:  
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 (4) 

Nonlinear transformation is used to avoid the severe deterioration of the cloak performance at specific 

domain resonance frequencies when using linear transformation [2] as illustrated in figures (1.a, .b), which 

represents an “ideal” cloak subject to external pressure wave of 1500 Hz.  

  

(a) (b) 

Figure (1): Acoustic pressure field plot of the ideal cloak: (a) linear (𝑛𝑛=1), (b) nonlinear (𝑛𝑛=0.3) 

 

Different values for nonlinear transformation exponent were tested for cylindrical objects immersed in air 

domain with external pressure excitation of 2000 Hz applied. Results are as illustrated in figure (2).  
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Figure (2): Full wave acoustic pressure field corresponding to a cylinder: (a) uncloaked, (b) cloaked with 

𝑛𝑛=0.3, (c) cloaked with 𝑛𝑛=1 and (d) cloak with 𝑛𝑛=1.7. 

 

A finite element model based on the approximation approach adopted by Cheng et al. [5, 6] is 

implemented here to eliminate the infinite density constraint in ideal cloaks that would have blocked any 

structural excitations from affecting the fluid domain.  

 

Cylindrical Cloaks 

A finite element model for a cylindrical cloak with an inner radius a = 0.2m, an outer radius b = 2a for 

rigid and flexible steel shells of thickness t = 0.01m inside (3m×2m) water domain using COMSOL 

Multi-Physics has been developed. The fluid domain is excited with an acoustic pressure wave with 

amplitude Po = 1Pa from one side at 8000 Hz. Perfectly Matched Layers are applied to all sides of the 

computational domain to prevent any reflections from the boundaries. Rigid as well as flexible shells are 

presented in figure (3.a, .b, .c, .d), in order to study the effect of shell structural oscillations on the cloak 

quality. Upon structurally exciting the shell with harmonic force, additional source of acoustic pressure 

excitation is introduced into the fluid domain, due to fluid-structure coupling. A normal harmonic point 

force is applied to the cylindrical shell with the same frequency as that of the external domain acoustic 

excitation. The shell is modeled using plane strain model and appropriate boundary conditions are 

implemented to ensure proper pressure-displacement coupling across the fluid-structure interface 

boundary. Hence, both acoustic and structural equations are solved simultaneously. The effect of the force 

magnitude on the cloak performance is illustrated, where it is shown that the relative amplitude of the 

external domain pressure and that due to the shell mechanical excitation define the cloak quality.   

    
(a) (b) (c) (d) 

    

(a) (b) (c) (d) 

Figure (3): Cloak quality for: (a) rigid shell, (b) flexible shell, F=0.1N, (c) flexible shell, F=1N and  (d) 

flexible shell, F=10N. 
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To quantify the performance of the cloak due to the shell oscillation, the scattering behavior outside the 

cloak (𝑟𝑟 > 𝑏𝑏) is analyzed using the acoustic scattering theory [7-9] to calculate the angular distribution 

of the scattered acoustic wave 𝑓𝑓(𝜃𝜃) which can be evaluated by the far-field scattering:  

 

𝑓𝑓(𝜃𝜃) = | �(−𝑖𝑖)𝑛𝑛+1𝐴𝐴𝑛𝑛𝑃𝑃𝑛𝑛(𝑐𝑐𝑜𝑜𝑐𝑐𝜃𝜃)
∞

𝑛𝑛=0

|2 (5) 

where, 𝑃𝑃𝑛𝑛  is the nth degree Legendre polynomial, 𝐴𝐴𝑛𝑛  are constants determined by boundary conditions. 

In figure (4), the calculated normalized scattering patterns for all azimuth angles for different harmonic 

force cases compared with the case without structural excitation are presented. A primary beam in the 

forward direction is always present and is almost quiescent in other directions; however this beam 

becomes dramatically larger upon increasing the shell excitation force, where backward scattering 

becomes also significant in the case of the F=10 N. 

 
Figure (4): Scattering pattern for all azimuth angles for different force cases. 

 

Spherical Cloaks 

Acoustic cloaking of spherical objects is also presented. A spherical shell with radius 𝑎𝑎 is immersed in a 

uniform fluid domain. A cloak with an inner radius 𝑎𝑎, and an outer radius 𝑏𝑏 is considered. Following the 

same procedure, and by applying coordinate transformation, the spherical region (0 < 𝑟𝑟 < 𝑏𝑏) is mapped 

to the spherical annular region (𝑎𝑎 < 𝑟𝑟′ < 𝑏𝑏). The analytical form of the density tensor with the proper 

coordinate transformation (for rigid objects) and the approximate isotropic layered cloaks (for flexible 

objects) are both implemented in the finite element model to investigate the cloaking effect as a function 

of the external excitation mechanical force. In this model, a spherical annular cloak with inner radius 

𝑎𝑎 = 0.2 𝑚𝑚 and outer radius 𝑏𝑏 = 2𝑎𝑎 is developed. The domain is excited with an incident pressure wave 

of amplitude 𝑃𝑃𝑜𝑜 = 1 Pa . Utilizing, the double symmetry of the problem, only a quarter of the 

computational domain is solved, and symmetry boundary conditions are applied at the symmetry planes. 

Figure (5) illustrates the cloak phenomenon of spherical objects subject to different mechanical force cases. 

Again the cloak performance is significantly dependent on the relative pressure amplitudes of the domain 

pressure wave and that due to the spherical shell mechanical excitation. 
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Figure (5): Cloak quality for: (a) rigid shell, (b) flexible shell, F=0.1N, (c) flexible shell, F=1N. 

3. CONCLUSIONS 

Finite element models for both cylindrical and spherical acoustic cloaks have been implemented using 

both ideal transformations and approximations of the cloak domains. The structural objects have been 

modeled as flexible structures with mechanical excitations introducing secondary acoustic pressure source 

to the fluid domain. In the current analysis the secondary pressure source is due to structure-fluid 

interaction, which has been modeled. Although the excitation force was externally introduced, the same 

effect would have been appeared if the structure itself would have been excited by the domain pressure 

field, where it would act as an additional sound source. The cloak performance is proven to be sensitive 

to the relative pressure amplitude of the external domain to that due to the fluid-structure interaction. 

Further investigations of the effect of the shell deformation on the cloak performance should be conducted 

and means of adaptive cloak to counterbalance the external structural disturbances should be studied.  
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Abstract- This work proposes a completely new approach for the design of resonant structures aiming at 

wavelength filtering applications. The structure consists of a subwavelength metal-insulator-metal (MIM) 

waveguide presenting tilted coupled structures transversely arranged in the midpoint between the input and 

output ports. The cavity-like response of this device has shown that this concept can be particularly attractive 

for optical filter design for telecom applications. The extra degree of freedom provided by the tilting of the 

cavity has proved to be not only very effective on improving the quality factor of these structures, but also as 

an elegant way of extending the range of applications for tuning multiple wavelengths. 

 

1. INTRODUCTION 

The rapid development of the field of plasmonics observed in the past few years has paved the way for the 

development of a myriad of devices capable of guiding electromagnetic waves at subwavelength scale. This 

remarkable field has been particularly important for telecom and sensing applications since it allows further 

miniaturization of already classical devices, such as wavelength selective waveguides [1]-[3], wave splitters [4]-[5], 

and (bio)sensors [6]-[7]. The possibility of propagating electromagnetic energy in such a small scale is provided by 

the interaction between free electrons in the metal and photons (giving rise to surface plasmon polaritons, or SPP, 

due to its hybrid nature [8]), and therefore trapping the electromagnetic wave on the surface of the metal. The 

electromagnetic distribution of SPP modes decreases exponentially in the direction perpendicular to the metal surface, 

resulting in subwavelength confinement of the propagating mode. The ability to confine electromagnetic energy near 

the vicinity of the metal-dielectric interface leads to an extraordinarily sensitive characteristic that opens the 

possibility of manipulating light just by working with the geometry of these structures. 

 SPP structures can be as simple as a combination of metal-insulator-metal (MIM), or an 

insulator-metal-insulator (IMI), which greatly simplifies the fabrication process. A MIM-based configuration is of 

particular interest here as it provides superior field confinement when compared to its IMI counterpart. Even though 

higher field confinement implies higher propagation losses, MIM structures have been successfully employed in 

resonant structures for wavelength filtering applications (which is the focus of this work). Many approaches have 

been suggested for this purpose, such as teeth-shaped structures [9]-[10], and gap based filters [11]-[12]. A key 

aspect of any wavelength filter device is to be able to provide high wavelength selectivity, which means high quality 

factor Q (𝑄 = 𝜆0 Δ𝜆 , where 𝜆0  is the peak wavelength and Δ𝜆 is the half width of the peak). However, losses 

significantly limit the quality factor of MIM-based plasmonic structures to only a few tens, therefore sacrificing 

selectivity. Examples of MIM-based cavities can be found in [11]-[12]. In [11], the quality factor Q is as high as 50, 

while in [12] it is less than 25. Other configurations, such as plasmonic ring/disk resonators have also been suggested 
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for wavelength selection purposes, resulting in a quality factor Q=30 [13]. 

 In this contest, the present work explores a completely new approach for the design of resonant structures, 

which is based on tilted transverse cavities, aiming at wavelength filtering applications. The extra degree of freedom 

provided by the tilting of the cavity has proved to be not only very effective on improving the quality factor of these 

structures, but also as an elegant way of extending the range of applications for tuning multiple wavelengths.  

 

2. MATHEMATICAL MODELING 

 

The top view of the proposed structure is schematically shown in Fig. 1(a). An important aspect of the present 

approach is the possibility of tilting the cavity (while preserving all other geometrical parameters), as shown with 

dashed lines in this figure. As will be described later on in this paper, the tilting of the cavity helps improving the 

quality factor of this device. The simplified mathematical model that physically describes the resonance condition of 

this resonant-like cavity is based on the scattering matrix theory, also adopted in the design of tooth shaped 

waveguide filters [10]. Even thought the present approach is substantially different from Lin and Huang's [10], we 

have found that the resonant condition of the present structure can be closely described by their model. Therefore, 

and with the help of Fig. 1(b), one can easily obtain the transmittance from Port 1 to Port 2 as follows, 
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In the above equations, 𝑟𝑖 , 𝑡𝑖 , and 𝑠𝑖  (i=1,2,3,4) are, respectively, the reflection, transmission, and splitting 

coefficients of the incident wave from Port i. 𝐸𝑖
𝑖𝑛 ,𝑜𝑢𝑡

 refers to the incident/output field at the specified port. 

Expanding the above system as in [10] one obtains 

𝐸2
𝑜𝑢𝑡 = 𝑡1𝐸1

𝑖𝑛 + 𝑆3𝐸3
𝑖𝑛 + 𝑆3𝐸4
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1−𝑟3∙𝑒 𝑖𝜃 (𝜆) 𝑒𝑖𝜃 (𝜆). 

 

The phase delay 𝜃 𝜆  is given by 𝜃 𝜆 = (4𝜋 𝜆) 𝑛𝑒𝑓𝑓 ℎ + ∆𝜑 𝜆 , where 𝑛𝑒𝑓𝑓 = 𝛽 𝑘0  (𝛽 is the propagation 

constant, and 𝑘0 = 2𝜋 𝜆0 ), and ∆𝜑 𝜆  is a phase shift at the air/silver interface. Finally, the transmittance from 

Port 1 to 2, can be obtained as 

𝑇 =  
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𝑜𝑢𝑡

𝐸1
𝑖𝑛  

2

=  𝑡1 +
2𝑆1𝑆3
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                            (1) 

 

From (1) one can obtain the wavelength for maximum transmission, which is given by 

 

𝜆𝑚 =
4𝑛𝑒𝑓𝑓 ℎ

 2𝑚+1 +
∆𝜑

𝜋

                                      (2) 

 

As in [10], the modal dependence of the central cavity on the width W is expressed in terms of the effective 

107



                                                                                          

index 𝑛𝑒𝑓𝑓 . As will be discussed in the next section, the width 𝑊1 influences only weakly the position of the 

through wavelength (and also Q). 

 

  

            (a)           (b) 

Figure 1: (a) Geometry of the filter; h and h1 are the heights of the central cavity and lateral arms, respectively. 

They will assume different values throughout the paper. (b) Scattering Matrix Formalism for a four-port structure.  

 

3. NUMERICAL RESULTS 

 

 The metal used in the simulations is silver, whose permittivity is defined here via polynomial fitting of the 

experimental data from Johnson and Christy [14]. It is well known that the performance of resonant structures is 

strongly influenced by the choice of the material model. The lossy Drude model adopted in [11], for example, agrees 

very well with the experimental data from [14] at high angular frequencies (above 3.5×10
15

 rad/s), but not that much 

at the frequency range adopted in the present work (which is about the same as in [11]). Therefore, in order to make 

a fair comparison in terms of the quality factor, we have simulated both cases using the same material model, i.e., 

with the polynomial fitting from [14]. All simulations discussed in this section where carried out with COMSOL 

Multiphysics for TM polarized waves [15]. The waveguide width d is kept constant in all simulations (d = 150 nm). 

The structure is designed to operate at 1000 nm. The cavity height, h, was obtained from (2) assuming m = 3, without 

loss of generality. The cavity parameters (s, h, h1, W, W1 and ) will be individually analyzed next. 

 First of all, lets investigate the influence of the lateral arms of the structure on its frequency response. The 

results are shown in Fig. 2(a) for three different arm heights, i.e., h1=h (circles), h1=7h/3 (squares), and h1=d 

(triangles). Observe that the lateral arms play an important role in improving the Q of the cavity, at the expense of a 

somewhat higher insertion loss. Next, we have investigated the influence of the metallic gap s on the frequency 

response, which is shown in Fig. 2(b). The metallic gap act as a mirror for the central cavity. A thicker s provides a 

better reflectivity at the expense of a lower transmittance to port 2. It can be clearly seen in this figure that the cavity 

Q improves dramatically as s increases. An interesting aspect regarding this structure is that both lateral arms also 

help to improve the energy coupling into the central cavity. This is particularly true if compared to the h1=d case 

(when there is no lateral arm). The insertion loss in this case increases by several dB at the center wavelength owed 

to the reduced coupling efficiency to the central cavity. 

 The influence of the central cavity parameters h (height) and W (width) are now shown in Fig. 2(c). The solid 

square symbols refer to the reference structure (W = 240 nm, s = 35 nm, W1 = 50 nm, h1 = 7h/3 nm, and = 0°). The 

idea is to observe how these parameters influence the operating condition of the cavity. The results show that the 

performance is more significantly affected by variations on the cavity height, h. This is expected since variations on 

the cavity width W causes minor changes in the modal effective index, 𝑛𝑒𝑓𝑓 . The cavity height, by its turn, does not 

influences 𝑛𝑒𝑓𝑓 , but strongly influences the position of the through wavelength (see also equation (2)). 

 Finally, we can now choose an appropriate set of parameters based on the previous analysis and investigate the 
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role of the tilting angle on the frequency response of the structure. The pertinent parameters are W = 240 nm, s = 35 

nm, h = 1730 nm. We have set the wavelength range from 500 nm to 1300 nm. The results are shown in Fig. 3(a), 

with the peak wavelength occurring at 980 nm. Observe how the structure becomes more selective (better Q) as the 

tilting angle increases. Again, all other geometrical parameters (h, W, W1, h1 and the horizontal separation (gap) s) 

are kept the same as in the original (= 0°) structure. The better Q values observed for wider angles is due to the 

improved reflectivity (due to oblique incidence). Yet, at the same time the insertion loss observed in these cases are 

not as high as those observed in Fig. 3(b), which indicates that the tilting of the cavity can indeed be a more efficient 

approach both in terms of Q and insertion loss. The influence of the tilting angle on Q is shown in Fig. 3(b). Observe 

that a quality factor as high as 388 can be obtained for = 45°. As far as the authors are aware of, this value is far 

superior than other resonator-like structures based on slot waveguides reported so far. An interesting behavior is the 

appearance of other frequencies as the angle further increases, as can be observed around 800 nm. This unexpected 

behavior can be useful for multiple wavelength selection for telecom applications.  

 It is worth mentioning at this point that the Q-factor of the proposed structure would be considerably higher than 

it actually is if simulated with the Drude model from [11], for example. A complete study taking into account the 

influence of different material models on the performance of resonant structures will be submitted elsewhere. 

       

        (a)        (b)        (c) 

Figure 2: Frequency response in terms of: (a) height of the coupling arm, (b) gap s, (c) W and h of the central cavity. 

 

        

         (a)           (b) 

Figure 3: (a) Frequency response with the tilting angle  as a parameter. (b) Q-factor as a function of . 

 

4. CONCLUSIONS 

We have proposed a novel design for SPP-based structures aiming at wavelength filtering applications. The structure 

consisted of a subwavelength MIM waveguide with a transverse tilted coupled cavity. The present approach was able 
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to provide a quality factor Q as high as 388, for a cavity tilting angle of 45°. We have also shown that the extra 

degree of freedom provided by the tilting of the cavity not only improved the quality factor of the structure, but also 

allowed for extending the range of applications by tuning multiple wavelengths. 
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Abstract— We present a method to determine the complex reflection and transmission coeffi-
cients of metamaterials by purely experimental means in the optical domain. In order to define
effective constants of the metamaterial without resorting to simulations, we employ a white-light
interferometer for phase and a spectrometer for amplitude measurements. The method is applied
for two referential metamaterial geometries: the fishnet and the double-element structure. Prob-
lematic aspects of the phase measurements as well as the accuracy of the method are discussed.

1. INTRODUCTION

Thus far, nearly all methods developed for the characterization of optical material properties address
only the dielectric properties, since natural materials do not exhibit magnetism in the optical
domain. This restriction was lifted with the availability of metamaterials [1].

Nowadays metamaterials (MMs) in most cases have periodically arranged nanostructured unit
cells which may be termed meta-atoms. To integrate a metamaterial into a functional device it
is essential to know how it affects light propagation. In order to describe light propagation in an
arbitrary medium it suffices to solve the respective eigenvalue problem resulting in eigenfunctions
(modes) which have to obey a dispersion relation relating the wave vector components to the
frequency ω = ω(kx, ky, kz). Of course, this dispersion relation will be governed by the intrinsic
material dispersion and, most notably, by the meta-atom shape. It has been shown that in most
cases the periodic optical metamaterial, although spatially dispersive, may be described as an
effective homogeneous medium [2]. If the dispersive properties are dominated by the lowest order
Bloch mode, it can be replaced by the eigenmode of a homogeneous medium, i.e. a plane wave.
For a given frequency the medium can then be characterized by an effective wave vector, which
constitutes an effective wave parameter. It is even possible to introduce an effective refractive index
(neff(ω) = k(ω)/k0 with k0 = ω/c) as usually done in the metamaterial literature, if the dispersion
relation is a sphere or if one is only concerned with a definite transverse wave vector component
(angle of incidence). The effective index can be retrieved from the complex transmission t(ω)) and
the reflection (r(ω)) coefficients [3]:

k = k0neff =
1
d

[
arccos

(
ks(1− r2) + kct

2

t(ks(1− r) + kc(1 + r))
+ 2mπ

)]
. (1)

Here, d is the thickness of the MM layer, ks and kc are the wave numbers in the substrate and
cladding, respectively. Because t(ω) and r(ω) are complex, information on their amplitude and
their phase are required to be known. The necessity of phase measurements for the comprehensive
experimental characterization of MMs has been already discussed in literature [4, 5]. However,
there are only a few works addressing direct measurements of the MMs effective optical parameters
[5, 6, 7]. Though these experiments successfully demonstrated the negative refractive index of MMs,
they can be hardly used as a routine technique.

In the experiments described in this contribution we implement a white-light Fourier-transform
spectral interferometer [8] for broad band (1.1 µm - 1.7 µm) phase measurements to determine the
effective refractive index of MMs at normal incidence by purely experimental means.

2. PHASE MEASUREMENTS: BACKGROUND

The measurements of the complex transfer function of MM samples were performed by white-light
Fourier-transform spectral interferometry [8]. In this type of spectral interferometry experiments
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Figure 1: (a) Interferometric setup. P1,P2,P3 - polarizers. B1,B2,B3 - beam displacers, L1,L2 - half-wave
plates, D - delay element. The insert shows the configuration of the experimental chip. (b),(c)Investigated
structures.(a) is the SEM image of the fishnet structure, (b) is the the SEM image of the double-element
structure.

a time delay (τ) between two beams is introduced in an interferometer with two arms of different
geometrical length. Interference of the reference (Eref(ω)) and the sample arm (Esam(ω)) fields
gives rise to a measured optical signal in the frequency domain that is

I(ω) = |Esam(ω) + Eref(ω)|2 = |Esam(ω)|2 + |Eref(ω)|2 +
+2 |Esam(ω)| |Eref(ω)| cos(i(φsam(ω) + φMM(ω) + ωτ − φref(ω))). (2)

Here φref(ω) is the phase delay in the reference arm that is induced due to the dispersive optical
elements. The phase delay in the sample arm can be separated into three terms. The term φsam(ω)
is the phase delay due to the dispersive optical elements placed in the sample arm, the term φMM(ω)
is the phase delay in the MM sample (which is to be retrieved), and the term ωτ corresponds to
the geometrical length difference between the two arms. Extraction of the interference term can
be easily achieved in the time domain. The signal in the time domain S(t) obtained by Fourier
transformation of I(ω) is

S(t) = FT [I(ω)] = Esam(t)⊗ E∗sam(−t) + Eref(t)⊗ E∗ref(−t) +
+Esam(t+ τ)⊗ E∗ref(t) + E∗sam(t− τ)⊗ Eref(t). (3)

In Eq. (3) the first two terms are the autocorrelation functions of the individual fields, centered at
t = 0. The third and the fourth terms are the correlation functions of two fields centered at t = τ
and t = −τ , respectively. If the time delay τ is sufficiently large, the correlation term does not
overlap with the autocorrelation terms and can be extracted by applying a finite time window.

Applying the inverse Fourier transform to the interference pattern after filtering gives the sought-
after interference term in the frequency domain. However a reference measurement is required for
extraction of φMM(ω) from ∆φ = φsam(ω) + φMM(ω) − φref(ω). For the reference measurement
the MM sample is replaced by a known material, for instance air in the case of the transmission
measurement or a mirror in the case of the reflection measurement. If φref.sam. is the phase delay
due to the known reference object, the phase difference measured and retrieved in the reference
measurement is ∆φref = φsam(ω) + φref.sam.(ω) − φref(ω). If the dispersion and thickness of the
reference sample are known, the φMM(ω) can be defined as φMM(ω) = ∆φ−∆φref.sam. +φref.sam.(ω).

The retrieved phase has an ambiguity of 2π and additionally a priori information about the
sample under consideration is required in order to remove the ambiguity. For MMs, where the
thickness d is in the order of only a few hundreds of nanometers, the measured phase φMM can
be safely assumed to lie between −π < φMM < π. For the retrieval of the effective constants
as outlined in Eq. 1 this implies that we assume that m = 0. However, for thicker MMs made
of a larger number of functional layers, m 6= 0 has to be considered. In this case, the choice of
an appropriate value of m has to be based on an effective refractive index measured in the low
frequency limit, where the magnetic properties disappear.112
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Figure 2: (a),(b),(c) are results for the fishnet structure. (d),(e),(f) are results for the double-element
structure. Solid lines correspond to measured data, dotted lines to simulated data. (a),(d) Blue lines are
transmittances; red lines are reflectances. (c),(e) Phase of the transmitted amplitude: solid line is the
normalized measured phase, dotted is the simulated data, crossed line is the phase from the amplitude
measurements. (d),(f) Phase of the reflected amplitude: solid line is the normalized measured phase, dotted
is the simulated data, crossed line is the phase from the amplitude measurements.

3. EXPERIMENT AND RESULTS

The interferometric setup for the phase measurements is shown in Fig. 1(a). The interferometer
represents a Jamin-Lebedeff scheme modified for simultaneous measurements in transmission and
reflection, and was also used in [5].

The interferometric measurements were performed with the supercontinuum light source SuperK
Versa from KOHERAS (spectral bandwidth 0.4 µm - 1.7 µm ). The constant path difference (τ)
between the arms of the interferometer was introduced by a delay element (D). It consists of two
BK7 glass blocks of the length of 22 mm and 20 mm, respectively.

Two metamaterial samples were investigated: the first is a fishnet structure [9] (Fig. 1(b)) and
the second is a double-element structure comprising a cut-wire pair and a continuous wire element
[10] (Fig. 1(c)). The structures were fabricated by a standard electron-beam lithography technol-
ogy combined with a lift-off process. The parameters of the fishnet structure with the period of
500 nm were dAu=20 nm, dMgO=40 nm, Wx=180 nm, and Wy=380 nm. The parameters of the
double-element structure with the period of 550 nm had dAu=40 nm, dMgO=30 nm, L=270 nm,
Wc=140 nm, W l=150 nm. All structures were fabricated on a 1 mm SiO2 substrate. These struc-
tures have been primarily studied for identifying spectral domains exhibiting a negative refraction.
The test sample arrangement is shown in Fig. 1(a). The MM sample (2× 2 mm2) is situated in the
middle of the chip. The field above is the pure substrate serving as a reference for the transmission
measurements. The field below is a non-structured multi-layer system corresponding to that of
the MM sample and is used as the reference for the reflection measurements. The phase delay
φR

ref.mirror occurring upon reflection at the non-structured multi-layer system was calculated with
great accuracy using standard multilayer matrix routines.
Spectroscopic measurements of the transmittance and reflectance were performed under normal
incidence with the spectrometer Perkin Elmer Lambda 950 in the wavelength range from 0.4 µm to
2.5 µm. Phases were measured in the wavelength region from 1.1 µm to 1.7 µm where the negative
refractive index is expected. Here we demonstrate results for the polarization (Fig. 1(b),(c)) that
allows the excitation of the anti-symmetric resonance at ≈1.5 µm for both structures. Relevant
resonances for the opposite polarization occur in a spectral domain not accessible by the current
experimental setup.

Simulations of the fabricated structures were performed by the FMM [11]. In the simulations
the refractive index of MgO was assumed to be 1.72. We assumed a dispersive permittivity for gold
as documented in the literature [12].

The measured and simulated transmittance and reflectance as well as the phase of the transmit-
ted and reflected fields are presented in Fig. 2(a),(b),(c) for the fishnet structure and in Fig. 2(d),(e),(f)
for the double-element structure. Since the coincidence of the simulated and measured transmit-113
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Figure 3: Effective refractive index of the fishnet structure (a) and the double-element structure (b). Real
parts n′ are represented with blue lines, imaginary parts n′′ with red lines. Solid lines correspond to measured
data, dashed lines to simulated data.

tance and reflectance for the fishnet structure (Fig. 2(a)) is not perfect, some quantitative deviations
of the phases are expected, though their qualitative behavior is similar. In the spectral region where
an anti-symmetric resonance is expected (fishnet structure at about 1.45 µm, double-element struc-
ture at about 1.38 µm) the phase in transmission has a dip corresponding to a decreasing refractive
index. The phase jump of π in the reflection corresponds to vanishing reflection, due to impedance
matching between the MM and air.

It turned out that an additional uncertainty in the measured phase between the sample and the
reference arm is most detrimental to the accuracy of the phase measurements. This is introduced
by the shift of the sample and due to variations in the thickness of the substrate. Therefore, a
correction for this offset was mandatory. To do so we take advantage of the fact that magnetic
properties well off the resonance disappear. In this spectral region the refractive index can be
defined using the standard techniques from a measured transmittance (|t|2) and reflectance (|r|2)
[13]. With this index the expected absolute phase can be retrieved and compared with the measured
values. The obtained difference is used for final data adjustment.

These reference measurements were performed in the long wavelength region, where the anti-
symmetric (magnetic) resonance does not appear. The resonance bandwidth can be estimated from
the absorption measurements. It implies that for wavelengths larger than 1.6 µm both MMs can
be described by an effective refractive index neff =

√
εeff where εeff follows from a simple effective

medium approach. In Fig. 2(b),(c) and Fig. 2(e),(f) the crossed curves depict the transmission
and the reflection phases obtained from the transmittance and reflectance measurements. By
using Eq. 1 the dispersion relation (or the effective refractive index) of the MM structures can
be determined. Results for the fishnet and the double-element structure are shown in Fig. 3(a)
and Fig. 3(b) respectively. These results agree with values documented in literature. It should be
stressed again, that, in contrast to the previously reported results, they were exlusively obtained
from experimental data only.

The accuracy of the refractive index (n = n′ + in′′) measurements can be estimated following
the definition of the root mean square error (σ) of indirectly measured quantities. The root mean
squared errors of the measured quantities are: σ|t| = 0.01, σ|r| = 0.01, σarg t = 0.02, and σarg r = 0.02.
These values represent maximum observable ones in the region of the wavelength of interest (1.1 µm-
1.7 µm).

The partial derivatives for the fishnet structure obtained from the simulations are shown in
Fig. 4. The real parts of the respective derivatives are depicted by blue lines, and the imaginary
parts by the red ones. It is seen that in the region where the negative refraction is expected the
real part of the refractive index depends mostly on the phases of the transmission and reflection
coefficients. The dependence on the absolute values of t and r is weak. On the contrary, the
imaginary part of the refractive index depends more on the absolute values of t and r than on
their phases. This makes the standard retrieval procedure questionable, which is based on the
amplitude measurements only. This issue, namely the necessity of phase measurements for the
correct refractive index retrieval was discussed in [5]. Taking the accuracy of the transmittance
and reflectance measurements and the experimental values for the derivatives we obtain σn′ = 0.04
and σn′′ = 0.07 for the fishnet structures at λ = 1.45 µm and σn′ = 0.03 and σn′′ = 0.04 for the
double element structures at λ = 1.38 µm. 114
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Figure 4: partial derivatives of n with respect to |t| (a), |r| (b), arg t (c), and arg r (d). Real part n′ is
represented by blue lines, imaginary part n′′ by red lines.

4. CONCLUSION

We have presented an experimental method for the determination of the dispersion relation in opti-
cal metamaterials for normal incidence. We implemented the white-light Fourier-transform spectral
interferometry [8] for broad band (1.1 µm - 1.7 µm) phase measurements in transmission and re-
flection. The experimental setup for the phase measurements was a Jamin-Lebedeff interferometer
modified for measurements in the transmission and in the reflection under normal incidence. For
the transmittance and the reflectance measurements we used a PerkinElmer Lambda 950 spec-
trometer. The effective refractive indices of the investigated MMs have been calculated by using
a standard retrieval algorithm [6] using measured complex transmission and reflection coefficients.
For both structures investigated this technique provides an accuracy of about 4% with respect to
both the real and imaginary part of the the refractive index .

The method was applied to a fishnet and a double-element MM. The measured refractive index
was n = −0.97 ± 0.04 + i(1.76 ± 0.07) at λ = 1.45 µm for the fishnet structure, and n = 0.16 ±
0.03 + i(0.24± 0.04) at the λ = 1.38 µm for the double element structure.
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Abstract- In this work, amorphous and crystalline TiO2 films were synthesized by the sol–gel 
process at room temperature. The TiO2 films were doped with gold nanoparticles. The films 
were spin-coated on glass wafers. The samples were annealed at at 100°C for 30 minutes and 
sintered at 520°C for 2 h. All films were characterized using X-ray diffraction, transmission 
electronic microscopy and UV-Vis absorption spectroscopy. Two crystalline phases, anatase 
and rutile, were formed in the matrix TiO2 and TiO2/Au. An absorption peak was located at 570 
nm (amorphous) and 645 nm (anatase). Photoconductivity studies were performed on these 
films. The experimental data were fitted with straight lines at darkness and under illumination 
at 515 nm and 645 nm. This indicates an ohmic behavior. Crystalline TiO2/Au films are more 
photoconductive than the amorphous ones. 

 
1. INTRODUCTION 

Titanium dioxide (TiO2) is a non-toxic material. TiO2 thin films exhibit high stability in aqueous 
solutions and no photocorrosion under band gap illumination. Due to its wide-ranging chemical and 
physical properties (electrical conductivity, photosensitivity, and aqueous environments) TiO2 has a large 
variety of potential applications. These films are already widely used in the study of the photocatalysis and 
photoelectrocatalysis of organic pollutants [1, 2]. TiO2 is the subject of intensive research, especially with 
regard to its end uses in solar cells, chemical sensors, photoelectrochemical cells and electronic devices [3, 
4]. By applying small bias, recombination of generated electron–hole pairs is retarded. As a wide band gap 
semiconductor, TiO2 shows a diverse heterogeneity of crystalline phases, whereby it is possible to find it 
in anatase, rutile or brookite form [5].  

In the present work, we described the synthesis, characterization and photoconductivity behaviour of 
amorphous and crystalline TiO2 films doped with gold nanoparticles (NP’s). The films were produced by 
the sol–gel process at room temperature. The obtained films were studied by X-ray diffraction (XRD), 
optical absorption (OA) and transmission electron microscopy (TEM). Photoconductivity studies were 
performed on these films to determine their transport mechanisms. Gans theory including a variable 
refractive index was used to fit the experimental absorption spectrum and these results are discussed. 

 
2. EXPERIMENTAL 
Preparation of TiO2 solution. All reagents were Aldrich grade. The precursor solutions for TiO2 films 
were prepared by the following method. Tetrabutyl orthotitanate and diethanolamine (NH(C2H4OH)2) 
which prevent the precipitation of oxides and stabilize the solutions were dissolved in ethanol. After 
stirring vigorously 2h at room temperature, a mixed solution of deionized water and ethanol was added 
dropwise slowly to the above solution with a pipette under stirring. Finally, Tetraethyleneglycol (TEG) 
was added to the above solution. This solution was stirred vigorously to obtain a uniform sol. The 
resultant alkoxide solution was kept standing at room temperature to perform hydrolysis reaction for 2h, 
resulting in the TiO2 sol.  
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Preparation of Au stock solution. 0.03 M of Hydrogen Tetrachloroaurate(III) hydrate (HAuCl4·aq) was 
dissolved in a mixture of deionized water and ethanol. It was stirred for 5 minutes. 

The Au stock solution was added to 20 ml of TiO2 solution. This final solution was stirred for 17 
hours at room temperature to obtain a purple colour. The final chemical composition of all reagents was 
Ti(OC4H9)4 : NH(C2H4OH)2 : C2H5OH : DI H2O : TEG: nitric acid: HAuCl4 = 1:1: 
14.1:1:1.028:0.136:0.024. The TiO2/Au solution has a pH = 6.0. The TiO2 films were deposited by the 
spin-coating technique. The precursor solution was placed on the glass wafers (2.5 x 2.5 cm2) using a 
dropper and spun at a rate of 3000 rpm for 20 s. After coating, the film was dried at 100 °C for 30 min in a 
muffle oven in order to remove organic components and sintered at 520 °C for 2 h in a muffle oven to 
produce the crystallization.  

UV-vis absorption spectra were obtained on a Thermo Spectronic Genesys 2 spectrophotometer with 
an accuracy of ±1 nm over the wavelength range of 300-900 nm. The structure of the final films was 
characterized by XRD patterns. These patterns were recorded on a Bruker AXS D8 Advance 
diffractometer using Ni-filtered CuKα radiation. A step-scanning mode with a step of 0.02° in the range 
from 1.5 to 60° in 2θ and an integration time of 2 s was used. IR spectra were obtained from a KBr pellet 
using a Bruker Tensor 27 FT-IR spectrometer. Pellets were made from a finely ground mixture of the 
sample and KBr at a ratio of KBr:sample = 1:0.019. The thickness of the films was measured using a SEM 
microscopy Model STEREOSCAN at 20 kV. For photoconductivity studies [6] silver electrodes were 
painted on the sample. It was maintained in a 10-5 Torr vacuum cryostat at room temperature in order to 
avoid humidity. For photocurrent measurements, the films were illuminated with light from an Oriel Xe 
lamp passed through a 0.25m Spex monochromator. Currents were measured with a 642 Keithley 
electrometer connected in series with the voltage power supply. The applied electrostatic field E was 
parallel to the film. Light intensity was measured at the sample position with a Spectra Physics 404 power 
meter.  
 
3. RESULTS AND DISCUSSION 
3.1 X-ray diffraction patterns. The XRD patterns of the amorphous and crystalline TiO2 films with gold 
NP’s are presented in Figure 1. From amorphous film, its spectrum reveals the presence of  gold NP’s by 
the diffraction peaks located at 2θ = 38.24, 44.39, 64.62 and 77.60 which can be indexed as (111), (200), 
(220) and (311) respectively.  The position of the diffraction peaks is in good agreement with those given 
in ASTM data card (#04-0784). The crystalline film sintered at 520 °C for 2 h exhibits very good 
crystallization that corresponds to anatase and rutile phases. The anatase phase was identified by the 
diffraction peaks located at 2θ = 25.33, 47.97, 54.00, 55.16 and 62.71 which can be indexed as (101), 
(200), (105), (211) and (204)  respectively. The rutile phase was identified by the diffraction peaks located 
at 2θ = 27.47, 36.14 and 41.32 which can be indexed as (110), (101) and (111) respectively.  The position 
of the diffraction peaks in the film is in good agreement with those given in ASTM data card (#21-1272) 
for anatase and ASTM data card (#21-1276) for rutile. The presence of gold NP’s was detected by the 
same diffraction peaks identified in the amorphous film.  

 
Fig. 1. XRD pattern at high angle of the amorphous and crystalline TiO2 films with gold NP’s. 

 
The average crystalline size (D) was calculated from Scherrer´s formula [7] by using the diffraction 

peak (101) for anatase phase and the peak (110) for rutile phase with λ=1.54056x10-10 m. The percentage 
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of anatase, rutile and gold phases was calculated by means of a Rietvield refinement. These calculations 
are shown in Table 1. 
 Table 1. Summary of nanoscopic characteristics of amorphous and crystalline TiO2/Au films. 

 
 
3.2 Optical absorption. Figure 2 shows the OA spectra of the amorphous and crystalline TiO2/Au films 
taken at room temperature in the range of 300-900 nm. The spectrum of the crystalline film shows an 
absorption band A located at 402 (3.08 eV) corresponding to the TiO2 matrix, and a second band B located 
651 nm (1.93 eV) corresponding to the surface plasmon resonance (SPR) of the gold NP’s. The spectrum 
from amorphous film shows a peak C at 568 nm (2.68 eV) which is the SPR band due to spherical Au 
nanoparticles [8]. 

To clarify the XRD and optical absorption experimental results, the formation mechanism of Au 
nanoparticles is discussed below. It is known that the photolysis of HAuCl4 to the Au atom, Au0, is a 
multiphoton event [9], and it proceeds by irradiation. Therefore, for amorphous TiO2/Au film, the Au 
nucleation was slow and random because the HAuCl4 ions were reduced by daylight (containing a little 
UV light) and this mostly happened after the gelation. The nuclei were thus distributed randomly within 
the TiO2 skeleton and consequently led to the growth of the Au particles that were inhomogeneous, and 
their size distribution very wide. 

 

 
Fig. 2. OA spectra of the amorphous (black solid line) and crystalline (grey solid line) TiO2/Au. 

 
Literature [6, 10] reports an absorption peak for surface plasmon resonance (SPR) of gold 

nanoparticles around 500-550 nm. A red-shift in the maximum in absorbance towards larger wavelength 
(from 568 to 651 nm) with respect to the amorphous TiO2 film is evident as well as a broadening of the 
peak absorption width compared to the amorphous film. The dependence of this shift on the embedding 
medium indicates the high sensitivity of surface plasmon band to cluster-matrix interface properties. This 
fact is originated due to the increase in the diameter of Au nanoparticles and an increment of the refractive 
index of TiO2 matrix with increasing the heat-treatment temperature [11]. It is well known that the 
refractive index of TiO2 films is related to the crystal phase (anatase or rutile), the crystalline size and the 
densities of the films [12]. For these reasons, the OA spectrum (Fig. 2) of the crystalline film was fitted 
very well using Gans theory [13] with a local refractive index nlocal = 2.6 (Figure 3). This index has a value 
close to the refractive index reported for the anatase phase (nanatase = 2.54) [14]. This is consistent with the 
result of XRD which indicates that the anatase phase has the highest proportion (59.7 wt%). While the 
rutile phase (nrutile = 2.75) also contributes to obtain this high refractive index in a minor proportion (37.4 
wt%).  
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Fig. 3. OA spectrum (black dotted line) of the crystalline TiO2/Au film. The calculated optical absorption 
spectrum (grey solid line) was obtained by Gans theory. 
 
3.3 HRTEM measurements. Figure 4 shows the HRTEM images of the crystalline TiO2/Au film. Figure 
4 (a) shows gold NP’s which were identified as brilliant particles. Figure 4 (b) shows the reflection (101) 
which corresponds to the anatase phase; and the reflection (111) corresponds to the gold nanoparticle 
identified as Au3O2. The inset shows the diffraction patterns showing these reflections. From HRTEM 
studies taking into account a population of gold NP’s, the corresponding size-distribution histograms were 
obtained. The distributions from the major axis A and minor length axis B and their respective standard 
deviations are A = 9.8 ± 7.8 nm and B = 6.6 ±  3.9 nm, respectively. 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. (a) HRTEM image of the crystalline TiO2/Au film exhibits several gold NP’s. (b) The reflections 
correspond to anatase nanocrystals and gold nanoparticles were identified with white arrows.  
 
3.4 Photoconductivity studies. Usually [6] Ohm's law under light illumination is given by 

( )→++
→

=
→

EphdphJJ σσ      (1) 

where phJ
→

 is the photovoltaic current density and σph is the photoconductivity. When the current 

densities are assumed to be parallel to the electric field 
→
E  Eq. (1) becomes into the next one: 
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 with φ as the quantum efficiency of charge carrier photogeneration, l0 as the charge carrier mean free 
path, α as the sample absorption coefficient, I as the light intensity at the frequency ν of illumination, h as 
the Planck´s constant and τ as the charge carriers mean lifetime. The first term is the photovoltaic 
transport effect, the second one is the dark conductivity σd =en0µ (n0 is the carrier density that produces 
dark conductivity and µ is the charge mobility), and the third one is the photoconductivity itself.  

Eq (2) can be written as: 

(a) (b) 
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From the absorption spectrum of crystalline film (Fig. 2), the illumination wavelength for 
photoconductivity studies were chosen: 645 nm that corresponds to the maximum absorption band and 
515 nm were there is no absorption. Photoconductivity results of amorphous and crystalline TiO2 films 
with gold NP’s are shown in Figure 5. Current density as function of electric applied field on the film was 
plotted. The experimental data were fitted by least-squares with straight lines at darkness and under 
illumination. This indicates an ohmic behaviour. The linear fits are shown in Table 2. 

 

     
 
Fig. 5. Plots of current density vs. electric field spectra for (a) amorphous and (b) crystalline TiO2/Au 
films. Linear fits correspond to the dotted lines. 
  

For both kinds of TiO2/Au films, when the illumination wavelength decreases the J0 value 
decreases.  For crystalline film, when the illumination wavelength decreases, the slope A1 increases. It 
indicates a strong photoconductive behavior in these films. 

 
Table 2. Linear fittings of amorphous and crystalline TiO2 films. 

 
 
4. CONCLUSIONS 

High optical quality crystalline TiO2 films with gold NP’s were obtained by sol-gel process. XRD 
measurements reveal the presence of the anatase and rutile phases, which were produced after sintering 
treatment of 520 °C for 2 h. The anatase phase has a bigger proportion (59.75 wt%) than the rutile phase 
(37.4 wt%). The optical absorption spectrum was very well fitted using Gans theory considering a local 
refractive index nlocal = 2.6. This index is related to refractive index from crystal phases, anatase and rutile, 
taking into account that the anatase is the major phase. The experimental data J vs E were fitted by straight 
lines corresponding to an ohmic behaviour. Crystalline TiO2/Au films exhibit a strong photoconductive 
effect. Anatase phase leads a better conduction of the carriers than the amorphous phase. 
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Abstract- A 1D photonic crystal structure contains 16 layers, 8 common dielectric layers and 8 layers 
with nonlinear medium, with an arrangement similar to 5th generation, Thue-Morse multilayer is 
presented. The properties of photonics band-gap, field distribution and optical multistability are 
investigated. On the band gap, 5 resonant modes is observed. On the behaviour of output intensity 
versus input intensity around resonant frequencies, the multistability response observed. When the 
frequency of incident field is close to the resonant frequency, the threshold intensity of multistability is 
decreased. 

 
1. INTRODUCTION 
 
Photonic crystals are arrays of materials with different optical characteristics which have been considered as one 
of the major research topics due to their electromagnetic applications and unique properties [1-3].  Different 
structures of the photonic crystals have already been considered as the periodic and quasi-periodic arrays. 
Different kinds of materials are used in designing of the photonic crystals such as the typical linear and nonlinear 
dielectric materials [1-4], metals [5], metamaterials (materials with negative refractive index) [6], 
superconductors [7], dispersive media [8], materials with gradient refractive index [9] etc. Photonic crystals 
show unique features based on various structural arrangements, materials used on the structure and the number 
of underlying structural layers. One of the newly introduced structures in photonic crystals with quasi-periodic 
arrays is Thue-Morse structures [10]. It has different successive generations in different arrangements and 
various number of layers (For instance, the 2nd generation appears as AB, the 3rd generation as ABBA, the 4th 
generation as ABBABAAB and the 5th generation appears as ABBABAABBAABABBA in which A and B are 
typical dielectric materials).  
In this work, we propose a new photonic crystal structure multilayer similar to the 5th generation Thue-Morse 
multilayer (5GTM) structure in layer's arrangement but different in the aspect that all B layers are replaced with 
a nonlinear medium. Fig.1 shows a schematic view of the proposed photonic crystal structure. One of the major 
characteristics exhibited by photonic crystals containing a nonlinear medium is the ability of displaying optically 
bistability and multistability [11] i.e. for a single input intensity there exist two or more output intensities. 
Bistabile optical devices have been applied in many optoelectronic applications such as photo-memories, 
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photo-diodes, photo-switches and so on. Achieving a low intensity threshold of bistability of multistability is a 
major objective for researchers nowadays. We will show that the introduced photonic crystal not only presents a 
bistable operating feature but also a multistable property around and near the resonance-mode frequencies 
appearing in the energy gap.  
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Fig. 1. Schematic of the 5GTM multilayer. Here A and B are typical linear dielectric and nonlinear media 
respectively. 

 
2. THORETICAL MODEL 
 
In Fig.1, we consider an electromagnetic wave at TE polarization normally incident on the photonic crystal 
structure. If we assume the z-axis to be the propagation direction (normal to layers surface) and enforce the  
boundary conditions dominant over the fields in the layers interface, the characteristic transmission matrix for 
the linear and nonlinear media would be as the following: 
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where AAA ck μεω )/(= , AAA /q με=  and re propagating constants of the forward and the 

backward propagation waves defined as: 

+k , −k a

)||2|(|1kk 22)3(
BB0 mξξχμε ++= ±±                                             (3) 

in which c/k0 ω= and  is the third-order nonlinearity coefficient and 
)3(χ

±ξ  is the range of the forward 

and the backward propagating waves. The overall transfer matrix for the 5GTM multilayer structure in question 
is obtained from the Eqs. (1) and (2): 

ABABABABABA MMMMMMMMMMMM 22222 )()()()()(= .                       (4)  

Hence, after having computed the entries transfer metrics elements, , the related transmission coefficient 

from the photonic crystal structure is given by: 

ijm
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where,  is the refractive index of air. For the transmission intensity of  , the incident intensity is given by 

. 

0n tU

TUU /= tin

 
3. NUMARICAL CALCULATIONS 
 
In numerical computations, the layer A is chosen as a dielectric medium with the dielectric constant of 

29.5A =ε and B is a nonlinear medium with , in which2)3(
B |)z(E|χεε +=  Bε is the linear dielectric constant of the 

medium calculated to be 1.71 and is the 3rd order nonlinear susceptibility. The optical thickness of the both 

layers, are

)3(χ

4/λ , i.e. 4/dd BBBAAA λμεμε ==  where λ  is the wavelength of the incident field in vacuum and 

is supposed to be m8422.7 μ .Both of the A and B layers are assumed to be non-magnetic; 1BA == μμ .  
Transmission spectrum of the proposed structure is presented in the Fig.2 (curve 1, red color). To compare the 

transmission spectrum of the corresponding periodic structure of type the with the same number of layers 

is also presented by the Curve 2 ( blue color). It can be seen that there are fundamental differences in the band 
gap region of the proposed structure compared to the periodic one. First, the gap region is widened and the 
second one is the appearance of the several sharp peaks so-called resonate modes. These resonate peaks are 
placed from the left to the right at 29.15 THz, 35.68 THz, 38.25 THz, 40.83 THz and 47.36 THz frequencies 
respectively. The frequency of the incident wave is chosen the same as the central resonant mode frequency 
(38.25 THz). 

8)(AB

 

Fig. 2. Shows the linear transmission of the 5GTM (red) and the corresponding periodic structure (AB)8 (blue) 
with the same number of layers. 
 
The dynamic displacement of the band-gap edge and strong field localization at the defect modes [12] are two 
physical mechanisms that appear at the peaks. In order to determine how these resonate modes are created, the 
distribution of the field strength over distance in layers direction is carried out using the transmission matrix. 
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This distribution is graphically shown in Fig.3 for two resonating frequencies of 38.25 THz and 47.36 THz. 

 

Fig. 3. The distribution of the electric field intensity inside the 5GTM structure on two the resonating frequency 
of 38.25 THz (curve 1, blue color) and 47.36 9 THz (curve 2, red color) 
 
Fig.4 shows the behavior of the transmission intensity versus the incident intensity from the 5GTM structure on 
three frequencies close to the resonant mode frequency of 47.36 THz, labeled by curve 1; 45 THz, curve 2; 45.8 
THz and curve 3; 48.88 THz. On all of the three frequencies, the bistability behavior is observable. For 
frequency closer to the incident field frequency, curve 3, lower threshold intensity for the optical bistability is 
achievable. 

  

   A   B 
Fig. 4.A. The behavior of transmission intensity versus incident intensity at three different frequencies of, 45 
THz, 45.8 THz and 48.88 THz close to the 47.36 THz. Fig. 4.B. Shows the behavior of transmission intensity 
over incident intensity in the frequency at the 45.8 THz and optical thickness of 2/λ . 
 
The Fig.4.B shows the behavior of the output intensity versus of the incident intensity for the case that the 
optical thickness of nonlinear layers (B) is the half of the wavelength, 2/λ . It can be seen that the number of 
multistablities increase while the threshold intensity decreases compared to the former state (Fig.4 curve 2) 
 
 
 
4. CONCLUSIONS 
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The characteristics of the energy gap, field distribution, and optical bistability and multistability of photonic 
crystals with a similar structure to the 5GTM multilayer consisting of 8 nonlinear layers are studied in this work. 
In the band gap region of this structure, 5 resonating modes are observed. The behavior of the optical 
multistability is seen in the nearby the resonance frequency. At those frequencies, the threshold intensity of the 
optical multistability is decreased and also by increasing the thickness of the nonlinear media, the number of the 
multistabilities decreases while the intensity threshold decreases. 
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Abstract— We report the surface plasmon polariton interference, generated via a ‘buried’ gold
grating, and imaged using a phase-sensitive Photon Scanning Tunneling Microscope (PSTM). The
phase resolved PSTM measurement unravels the complex surface plasmon polariton interference
fields at the gold-air interface.

1. INTRODUCTION

One prominent development in the field of optical microscopy date back to 1989, when Reddick
et al [1] developed a new form of scanning optical microscope called Photon Scanning Tunneling
Microscope (PSTM). The operating principle of PSTM is based on the generation of evanescent
waves by total internal reflection of a light beam followed by its frustration using a sharpened
optical fiber probe. Observed first in 1957 [2], Surface Plasmon Polaritons (SPPs) excited at a
metal-dielectric interface were found to inherit many properties of the evanescent waves, except
that the fields associated with the SPPs decays exponentially into both sides of the metal-dielectric
interface. SPPs are charge density waves that can be optically excited on the metal - dielectric
interface when the in-plane wave vector component of the incident photon (kx) matches the SPP
wave vector (ksp) [3]. Excitation of multiple SPP modes by patterning the metal surface have found
a range of applications like surface plasmon interference nanolithography [4], photonic band gap
materials [5], sensing devices [6]. However, there has not been an attempt made to separate the
different SPP modes excited on a patterned metal surface.

A conventional PSTM measurement [7, 8] on a patterned metal surface yields only the intensity
of the optical field. In order to separate multiple SPP modes, one should measure both amplitude
and phase of the optical field on the metal surface. In this work, we use a heterodyne interferometric
(or phase-sensitive) PSTM [9, 10, 11, 12, 13] to measure the complex SPP interference, generated
on a gold-air interface by simultaneously driving two SPP modes on the interface: one using prism
coupling and another using grating coupling [3]. The interference between the two SPP modes,
having same energy and propagating in different in-plane directions, manifests as a beating pattern
formed along the direction of kx. The two SPP modes are separated by filtering the desired wave
vectors in the 2D Fourier Transform image of the total optical field [11].

The paper is organized as follows. Section 2 explains the different steps involved in the fab-
rication of a gold buried grating. In Sec. 3, we explain the phase matching condition for the
simultaneous excitation of two SPPs and the experimental procedure to acquire the phase-sensitive
PSTM images of the SPP interference. The PSTM images showing the interference of two SPPs
along with discussions and conclusion are presented in Sec. 4 and Sec. 5 respectively.

2. FABRICATION OF BURIED GRATING

In a Kretchmann-Raether (KR) configuration [14] of SPP excitation, a periodic corrugation of
the metal-air interface scatters the SPPs at that interface into radiation. The scattering can be
minimized by turning the grating upside down to form a ‘buried grating’. The glass-metal interface
is corrugated leaving a flat metal layer on top to support SPPs [15]. The steps to fabricate a buried
gold grating are illustrated in Fig. 1. A 0.5 duty cycle linear grating, with period of 1.65 µm and
depth of 50 nm, is milled into a 0.15 mm thick glass cover slip using a Focused Ion Beam (FIB)
(Fig. 1(b)). A thin layer of gold-palladium mixture is deposited on the cover slip prior to the
milling action to eliminate charging effects(not shown). The grooves are subsequently filled with
gold again using the FIB together with a gold gas injection system (Fig. 1(c)). A 50 nm thick gold
layer is deposited on top of the grating using electron beam evaporation technique (Fig. 1(d)). A
drift of the FIB and an inaccurate dwell time for the deposition of gold causes a FIB positioning
error and hence an over/under filling of the grooves.
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cb da FIB milling FIB filling gold gold deposition

Figure 1: Schematic illustrating fabrication of a gold buried grating.

3. EXPERIMENTAL PROCEDURE

The buried gold grating is placed on a glass (BK7) hemispherical prism with index matching oil
in between. The hemispherical prism is mounted on a convenient rotating stage providing an
azimuthal rotation angle ranging from 0◦ to 90◦, in steps of 0.5◦. A fiber collimator, mounted on
a goniometric stage for angles ranging from 42◦ to 50.8◦ illuminates the sample from the prism
side [13]. A polarizer ensures an input beam polarized in a direction perpendicular (p) to the plane
of incidence. Figure 2(a) shows the reciprocal space representation of the phase matching condition

(b)

K
xb

-1

Ky

gold-air SPP +1

0

(a)

Figure 2: (a) Reciprocal space representation of the theoretical phase matching condition to excite two SPP
modes by the in-plane rotation of kg, (b) Schematic illustration of a heterodyne interferometric PSTM

to excite two SPPs at the gold-air interface. The incident light couples to SPPs when kx = ksp. The
grating wave vector (kg) is rotated in-plane by an angle β such that the −1st evanescent diffracted
order couple to SPPs. The evanescent waves associated with the 0th or the −1st diffracted order
cannot couple to SPPs at the periodic glass-gold interface due to the higher momentum of SPPs
at that interface [3]. Hence the coupling between the SPPs through the gold film is not relevant in
this particular study.

The principle of the phase-sensitive PSTM imaging of two SPP modes is shown in figure 2(b).
The laser light (657.3 nm vacuum wavelength) is split into two branches: one forms the reference
branch of the interferometer and the other forms the signal branch that illuminates the sample. The
optical frequency in the reference branch is shifted by 100 KHz using two acousto optic modulators.
A metal-coated optical fiber probe raster scans the gold surface. The photon-tunneling signal,
picked up by the fiber probe, combines with the signal in the reference branch in a 2 x 2 fiber
coupler (heterodyne mixing). The interference signal from the two outputs of the fiber coupler is
180o out of phase with each other. A balanced detection scheme [16] is used to cancel the noise in
the reference signal and enhance the intensity of the difference signal. The signal is measured using
a photodiode and a dual-phase Lock-in-Amplifier(LIA) to extract the amplitude and the phase of
the optical field. The PSTM is operated in constant distance mode using tuning fork shear-force
feedback [17]. Thus topographical information and complex optical field on the gold surface are
simultaneously retrieved.
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4. MEASUREMENTS AND DISCUSSION

A phase-sensitive PSTM measurement on the buried gold grating is presented in figure 3. The
topography of the grating shows a residual modulation of 34.5 ± 3.9 nm on the surface due to an
over-filling of the grating grooves. A comparison between the topography and the optical amplitude

+

(d)Grating(a) (b) (c)

klight

Figure 3: PSTM measurement of a gold buried grating for a scan range of 13.3×18.5µm2. (a) The measured
topography with dark regions correspond to valleys and brighter regions to peaks, (b) the measured optical
amplitude on the gold surface, (c) the measured optical amplitude times cosine of the phase, (d) Intensity
of the 2D fourier transform of the total optical field with an area of 4.6× 6.4µm2. The white cross indicates
the zero-frequency point in the fourier image.

images shows that the optical amplitude is minimum where the topography shows a maximum and
vice versa. The former behaviour can be attributed to an over-filling of the grooves, mentioned
in Sec. 2, which leads to an under-coupling of the prism-coupled SPPs. The minimum in the
topography image corresponds to the optimum thickness (50 nm) to excite prism-coupled SPPs [3]
and hence we see a maximum in the optical amplitude. In the real part of the total optical field,
shown in Fig. 3(c), we can see a plane wave whose wave vector lies in the plane of incidence.
In order to separate the different plane waves present in the optical field image, a Fast Fourier
Transform (FFT) of the total optical field is taken. A zoom-in region of the intensity of the 2D
FFT of the total optical field is shown in Fig. 3(d). There is an intense spot in the image which
corresponds to the 0th order evanescent wave. The intensity spots corresponding to the evanescent
diffracted orders are seen on either side of the 0th order spot. The 0th, −1st and the +1st diffracted

(c)

+

+1

(b)

+ -1

(a)

+

0

Figure 4: Two-dimensional Fourier analysis of the optical field excited using a gold buried grating for a
scan range of 13.3 × 18.5µm2. The wavelength component of the SPP mode coupled by the (a) 0th order
evanescent wave, (b) −1st evanescent diffracted order. (c) The wavelength component of the +1st diffracted
order having a higher spatial frequency. The cosine of the optical phase is shown. Insets shows the 2D FFT
of the different orders filtered from Fig. 3(d) with an area of 4.6 × 6.4µm2. The white cross indicates the
zero-frequency point in the fourier image.

orders are filtered from the 2D FFT image shown in Fig. 3(d) and shown separately in Fig. 4(a-
c). Investigating those components by Fourier back transformation gives three plane waves which
propagate under different angles. The angle between the plane waves shown in Fig. 4 (a) and (b) is
19.3◦. That means the two SPP modes, coupled individually by the prism and the buried grating,
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are at an angle of 19.3◦ with respect to each other. The +1st evanescent diffracted order has a
shorter wavelength, as expected from the phase matching diagram shown in Fig. 2(a).

5. CONCLUSION

In conclusion, the complex SPP interference generated at a gold-air interface using a gold buried
grating has been measured with sub-wavelength resolution using a phase-sensitive PSTM. Fourier
analysis untangles the interfering fields and reveals the excitation of two SPP modes propagating
under different angles. We believe that the capability of a phase-sensitive PSTM to separate the
SPP modes will find application in the optical characterization of other plasmonic (nano)structures
with sub-wavelength resolution.
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Abstract— Different analytical and numerical methods of calculating the surface impedance
of a high impedance surface (HIS) structure have been studied and compared, but most of them
limit to the symmetric planar structures. In this article, two new approaches of estimating the
surface impedance are proposed and are applied to more general HIS structures (including an
asymmetric planar structure). These new numerical methods based on ‘the three dimensional
finite element method (FEM) using edge element’.

1. INTRODUCTION

The HIS has always been a good candidate for improving low-profile antennas’ performance [1, 2].
Within a certain frequency band, it can enhance the gain of antennas while simultaneously sup-
pressing surface waves. As a benefit from these two properties, a better coupling to the surrounding
circuits and more desirable antenna’s radiation patterns can be achieved [3].

A large number of structures are proposed and investigated, within which the mushroom struc-
ture is the classical HIS design, originally introduced in [2]. It is composed of an FSS layer on the
top and a grounded substrate, with embedded vertical metal vias.

The effective model [2] and the transmission-line model [6] are introduced and studied by resolv-
ing the analytical equations, which helps us to find appropriate design criteria. However, in face of
these complicated structures and conditions, analytical methods are limited and rather pale. Thus
many numerical methods have been proposed [8], such as the finite-difference time domain method
(FDTD). In this work, the ‘three dimensional finite element analysis using edge elements’ [9, 10] is
chosen as our numerical method.

This paper is organized as follows: In section II, we present the existing analytical solutions for
calculating the surface impedance of two HIS symmetric structures. In section III, we propose our
numerical model of calculating the surface impedance value by a home-made code and validate by
comparing the analytical and numerical results. In section IV, we extend the method to asymmetric
structure, following with some results and discussion. In the last section, a short conclusion is given
and ended by a glimpse on potential applications.

2. ANALYTICAL MODEL FOR SYMMETRIC HIS STRUCTURE

In this section, a quick introduction to several analytical models is given and we concentrate on
the calculation of the surface impedance which is one of the essential parameters to characterize
the HIS’ performances.

Figure 1: Geometry of one unit cell (the mush-
room structure) figure

Figure 2: Geometry of one unit cell (the
Jesusalem-cross structure) with D = 2.4mm, g =
0.15 mm, d = 1.8 mm, w = 0.4 mm, h = 1.6mm)
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2.1. LC equivalent circuit for Mushroom Structure

The mushroom structure is studied first because of its simplicity. Since the period of the unit
cell is largely smaller than the wavelength at the operating frequency, the mushroom structure
is described as a parallel LC equivalent circuit by using an effective medium model in [2]. The
frequency-dependent impedance of this parallel resonant LC circuit is given by:

Zs(ω) =
jωL

1− ω2LC
. (1)

Here, the capacitance L results from the gap between the neighboring patches and the inductance
C results from the current flowing around a path through the vias and the bottom plate.

2.2. Transmission-line equivalent circuit for Mushroom Structure

In [7], analytical models of this mushroom structure are differently interpreted by the static (quasi-
TEM) wave theory and the equivalent transmission-line approach is applied. The surface impedance
is not uniform with respect to different incidence angles of the wave, so the TE and TM-polarization
of the incident wave are considered. With the consideration of these two cases, Zd is given by [5]:

ZTE
d =

jη0√
ϵr − sin2 θ

tan(kzdh), Z
TM
d =

jη0√
ϵr

tan(kzdh), (2)

The FSS grid impedance Zg is considered in two different cases too by using the Babinet principle
[5].

ZTE
g =

1√
jωCg cos2 θ

, ZTM
g =

1

jωCg
, (3)

2.3. Transmission-line equivalent circuit for Jerusalem-cross Structure

To get a more stable resonance, the self-resonant grid structure has been proposed instead of the
grid of square patches and thin metal strips. The surface impedance Zs will be less influenced by
the incidence angle in the TM-case and a more uniform parameter can be achieved for a broad
spectrum of TM spatial harmonics radiated by an antenna. That’s why we are interested in this
type of structure.

Considering as an approximate transmission-line model again, the surface impedance of JC
structure is also solved by equation 2. The impedance for the dielectric layer Zd is considered as
the same case obtained from the mushroom structure’s case. For the grid impedance Zg, a unit
cell of JC structure is treated as a LC resonant circuit composed of an effective capacitance and an
inductance. With the consideration of TE and TM polarization, the formulas given by [5] are:

ZTE
g = jωLJC

g +
1

jωCJC
g

, ZTM
g = cos2θ(jωLJC

g +
1

jωCJC
g

), (4)

3. NUMERICAL MODEL FOR SYMMETRIC HIS STRUCTURES

3.1. The introduction of the numerical method

Since HIS structure is spatially periodic, our numerical model concerns a single unit cell of HIS
structure. When the dimension of one unit cell is relatively small compared to the wavelength in
the dielectric medium, the tangential component of electric field in the grid surface average on the
grid period is proportional to the average current induced in the grid. This average current is equal
to the jump of the tangential component of the average magnetic field across this grid surface [5].
With these definitions, the grid impedance Zg is denoted by:

Zg =
< Et+ >

< Ht+ > − < Ht− >
(5)

When we calculate the surface impedance Zs, two different schemes are considered. One is half
numerically computed and another is totally numerically computed. A general illustration is shown
in Fig. 3. The difference between the HIS planar surface and the observation surface is denoted δh.

In scheme 1, we concentrate on the numerical by computed value of the grid impedance Zg.
First, the average numerical results of tangential electric and magnetic field are calculated on two
surfaces near the HIS planar structure with a distance of δh on two sides. Then Zg is calculated
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Figure 3: Two schemes of calculating surface impedance by numerical methods

by equation 8 with the average values obtained from the upper and the lower surface. Last, we get
the surface impedance Zs by a parallel combination of the grid impedance Zg and the dielectric
impedance Zd. Here, Zd keeps the analytical values defined in the last section. With this scheme,
the surface impedance Zs is given by:

Zs =
Zg(numerical) · Zd(analytical)

Zg(numerical) + Zd(analytical)
. (6)

In scheme 2, we concentrate on the macro numerical results of the surface impedance. Only
the average tangential electric field and magnetic fields on the plane above the HIS structure are
calculated. It is assumed that all the electromagnetic information beneath the chosen surface has
already been included on the surface. In this case, the numerical surface impedance is defined as:

Zs =
< Et+ >numerical

< Ht+ >numerical
. (7)

3.2. Comparison of the surface impedance given by the analytical methods and numerical
methods

We calculate the surface impedance through the analytical methods mentioned in the last section
and the numerical methods with two different schemas illustrated in this section. Here, some
comparisons are made among these methods. In order to have a comparable result, we choose the
same period of one unit cell for both the mushroom structure and the Jerusalem structure.

Since all the structures here are symmetric for two orthogonal planar directions: x-axis and
y-axis, the excitation is simplified to a normal incident electrical field with only x-component.
Another orientation can be achieved by an only y-component E-field. Different boundary conditions
are selected by considering the feature of periodicity and the orientation of the excitation. The
substrate between the planar HIS structure and the ground is considered as a non-lossy dielectric
media, thus the real part of Zs is predicted to be zero and more attention is paid on the reactance.

In Fig. 4, we compared the surface impedance value calculated by two analytical methods and
by our numerical methods with two different schemas. The maximum values are founded between
12.8 GHz to 14.4GHz, which means the resonant frequency has a difference around 2GHz among
these methods.

The effective frequency band is another important criteria to judge the HIS structure’s perfor-
mance, but there is no common rule to define this range. Referring to [2], the useful frequency
band is defined by the phase of the reflection coefficient, which is between −90 ◦ and 90 ◦. The
resonant frequency is expected at the point phase = 0 ◦ and the reflection coefficient is defined as
(Zs − Z0)/(Zs + Z0), where Z0 is the free space impedance.

Fig. 5 showed the phase curves for the mushroom structure. For a further comparison, the
result got from the commercial software Microwave Studio CST [11] is added too. The mushroom
structure’s dimension comes from [1]. Compared with the measurement values in this article, our
numerical method with scheme 2 is more effective. As to the scheme 1, it appears less effective at
high frequency, this is mainly caused by its half analytical calculations. For the transmission model,
the result is less effective too, owing to the fact that the distributed capacitabce and inductances
depend on frequency.

With the same period, but a Jerusalem planar structure, a similar resulat is obtained and a
higher resonant frequency is achieved. In these cases, the excitation is a TE mode field with
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normal incidence, so no electric field will cross the via. This means that the influence of the via’s
presence is not so evident. Our model detected that the resonant frequency has a shift to lower
frequency while adding the via into the structure. All these calculated results showed that this
numerical method is valid.

4. THEORY OF CALCULATING SURFACE IMPEDANCE FOR ASYMMETRIC HIS
STRUCTURE

4.1. Surface impedance matrix through the extension of 1D result

The planar HIS structure is located in the x−y plane, and the impedance of this surface can be
generally expressed in a 2× 2 matrix form as:

Zs|(x−y)plane =
[Zxx Zxy

Zyx Zyy

]
(8)

Both the Mushroom structure and the Jerusalem structure are symmetrical planar HIS struc-
tures, with respect to the diagonal of the planar structure. Owing to these symmetries, the matrix
of surface impedance can be simplified as:

Zs|(x−y)plane =
[Zs 0
0 Zs

]
(9)

4.2. Introduction of calculating 2D surface impedance matrix for asymmetric structure

In section II and III, all the methods for calculating surface impedance offer us a one-dimensional
value of Zs. A two-dimensional surface impedance matrix is obtained by an extension of this 1D
result, indicated in equation 9. But for an asymmetrical HIS structure, the equation 9 is no more
available. Here, we introduce a new method for calculating a general impedance matrix without
the limit of planar structure’s geometry.

In our case, the problem of calculating the surface impedance for a HIS structure becomes the
problem of resolving an approximate boundary condition. In Fig. 6, we adress the model of our
problem, which resemble a waveguide. Inside a cubic box, delimiting domain D, an alternative
electromagnetic field at angular frequency ω is created by the imposition of a uniform tangential
field E on the top surface, denoted Sg. The whole boundary of domain D is denoted by ∂D.
Considering the structure’s periodicity and the excitation, two opposite perfect electric wall and
two perfect magnetic wall are lined up at side walls. The HIS structure is beneath the surface z = h
and its planar structure is contained in the x−y plane. At the same time, a ground condition is
applied to the bottom surface.

We cut our domain into two regions by the surface defined by z = h. The region below surface S
is called interior system Di and the region above is called exterior system De. The interior system
with all its complexity is considered as a black box and it will be characterised by its input-output
characteristic: the impedance boundary relation. Our goal is to obtain the relation between the
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Figure 6: Model for sloving general HIS structure

averages < Hs > and < Es > of the tangential magnetic and electric fields on S, which is expressed
as:

n× < Hs > +Y < Es >= 0. (10)

Here, mathematically, Y is a linear map between two-dimensional complex vectors, and physically,
the admittance of the surface. The expected surface impedance matrix Z2×2 can easily be obtained
by inverting it.

Since the surface S is on the x−y plane, thus the tangential electric field Es on this surface can
be represented by its two non-zero components Esx and Esy, both complex numbers, same with
Hs. Y is a 2× 2 matrix, having four unknown values and only one excitation case is not enough to
obtain it. Let us consider two different excitation vectors E1 and E2, to which will correspond the
fields E1, H1 and E2,H2 in D. Four equations are obtained as follows:∫

D
(iωϵEi · Ej + iωµHi ·Hj) = −

∫
s
(Y · Eis) · Ejs, (i, j = 1, 2) (11)

Now, these four equations suffice to obtain the four entries of Y . This method of calculating surface
impedance can be physically understood as the flux traveling through the surface.

Meanwhile, another procedure which consists in directly computing Y from the tangential elec-
tric and magnetic fields on the surface is proposed here. In the previous method, we have to know
the field not only on the surface S but also in the whole interior domain. Now, the present method
get the matrix Y merely from the tangential value obtained on surface S

With two different excitations, we calculate the x-component or y-component of the tangential
fields on the surface, like E1sx , H2sy. Then we get the matrix Y by resolving the following equation.[−H1sy −H2sy

H1sx H1sx

]
= −Y

[E1sx E2sx

E1sy E2sy

]
(12)

4.3. Results

We began our tests from the same symmetrical structure as before. The resulting impedance
matrices are shown in Fig. 8 and Fig. 9. Theoretically, for the symmetric structure, Z11 = Z22

and Z12 = Z21 = 0. Numerically, we get Z11 ≈ Z22 and Z12 ≈ Z21, except very near the resonant
frequency. Z12 and Z21 are not zero, but are much smaller than the values of Z11 or Z22 (most of
them are less than 5 per cent). These numerical errors are acceptable.

Compared with the result from 1D calculation, the 2D results reveal a lower resonant frequency:
A difference of 2GHz for Mushroom stucture and 1GHz for Jerusalem Structure. In general, the
numerical results are in accordance with the thereotical prediction and the proposed models are
valid.

The case with a lossy substrate is also tested. We take example of Jerusalem structure and
assume that the lossy substrate’s relative permittivity = 2.2 − j0.001. In Fig. 9, compared with
the ideal substrate’s case, the admittance of Zs is no more zero, and the resonant frequency is a
little bit higher.

A more complex F-like structure is chosen and tested. In order to have an isotropic HIS planar
surface, each cell of HIS contains four F-like structures, shown in Fig. 10. To have an infinite
network, we selected electric walls and magnetic walls as the boundary condition around the unit
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HIS cell. Geometrically, this will be a little different to the direct extension of periods in [4].
However, these two networks can be considered the same, except for extremely high frequency.

In [4], with this F-like structure, two bandgaps are measured below 10GHz. One is around
3.5GHz, the other is around 6.7GHz. With our proposed method, two resonant frequencies are also
found at around 4 GHz and 6.5 GHz,seen in Fig. 11. This small frequency shift can be caused by
the absence of the microstrip antenna in our simulation and the small difference of our network’s
geometry.

4.4. Discussion

As shown above, both proposed methods are effective and of comparable accuracy. It is difficult to
tell which method is better. However, both of them have limitations which we discuss now.

The unit cell of HIS structure is always considered as far smaller than the effective wavelengh
λ. Precisely speaking, it satisfies the condition λ/D > 10 (D is the spatial period). Under this
condition, the fluctation of tangential electric field is negligible on the HIS planar surface, thus we
assume that the tangential electric field on the surface is uniform. Theoretically, with the increase
of operating frequency, our numerical model will be less and less valid.

The accuracy can be also influenced by the height of the observation surface. The excitation
on the top of our study domain is homogeneous, but the farther away from the excitation, the
less uniform the E field on the chosen surface will be. However, the increasing height means more
computing time.
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Figure 10: Planar geometry of a F-like
structure network
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Figure 11: Reactance of surface impedance (F-like
structure)

5. CONCLUSION

Two new approaches of calculating the surface impedance for HIS structure have been proposed,
which are not limited to symmetric planar structure. These methods have been validated by the
comparison with different analytical and numerical results. The limit of the model is also discussed
and we expect this numerical model to be a useful tool of featuring HIS structure’s performance
and give out some numerical estimations for antenna design.
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Abstract- The effect of the external magnetic field on the dispersion of the effective permittivity in a single 
array of parallel CoFe-based amorphous wires is demonstrated by measuring the transmission/reflection 
spectra in free space in the frequency band of 0.9-17 GHz. The magnetic field is applied along the wires 
sensitively changing their magnetization and high frequency impedance. Based on the measurements of 
magneto-impedance in a single wire and S-parameters of composites in free space, we show the correlation 
between magneto-impedance and the field dependence of the effective permittivity. 

 
1. INTRODUCTION 
The response of a homogeneous material to electromagnetic radiation is described by two macroscopic 
parameters: dielectric permittivity ε and magnetic permeability μ. Artificially structured materials often referred to 
as metamaterials, can be characterized by certain averaged εef and μef that takes values not readily found in 
natural materials. In particular, composites containing periodically arranged array of continuous parallel metallic 
wires may demonstrate a strong dispersion of the effective permittivity εef in the microwave range which is of a 
plasmonic type and takes negative real part below the plasma frequency [1-4].  These composites have attracted 
much interest as a constitute part of a metamaterial with simultaneously negative εef and μef [5,6]. Whilst the 
practical realisation of fascinating properties of such materials (superimaging, invisibility) is still doubtful, they can 
be useful to realize tunable and self-sensing materials with electromagnetic properties dependent on structural 
scaling, external stimuli or internal state of the material. For example, a material with self-monitoring properties 
could be able to evidence invisible structural damages, defects, excessive loadings, local stress and temperature 
distribution, thus considerable facilitating the in-situ health monitoring of large scale objects such as infrastructure 
(bridges, buildings, etc.).  

The adjustability of the material’s effective permittivity has been realised in composites with embedded 
ferromagnetic wires having large and sensitive magneto-impedance (MI) effect at GHz frequencies [7-11] by 
applying the external stimuli such as magnetic field or stress which affect the wire’s magnetic structure. Strong 
frequency dispersion of the effective permittivity in wire composites is very sensitive to the losses which depend on 
the wire impedances. Changing the magnetic structure in the wires by magnetic, mechanical or thermal stimuli, it is 
possible to vary their high frequency impedance by more than twice [12]. If the impedance is increased, this will 
result in broader permittivity spectra with reduced values and improved wave propagation. The opposite case of 
impedance reduction will enhance band stop properties.  

In this work, we investigated a magnetic field tunability of microwave response from a single layer of 
continuous magnetic wires as depicted in Fig. 1. CoFe glass-coated amorphous microwires with nearly-zero 
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Figure 1. Composite structure based on array of long continuous wires. 
 

magnetostriction constant showing large MI effect up to GHz range are used. We demonstrated that the 
application of a magnetic field to the whole composite strongly affects the permittivity spectra due to increased 
losses. A similar strong field effect on the permittivity spectra was found previously in resonant short cut wire 
composites [8-10]. The modelling results are in a good agreement with the experimental spectra deduced from 
S-parameter measurements in the free space. 

 
2. THEORY 

Artificial light weight dielectrics consisting of lattices of conducting elements have been known for decades 
[1] as materials the refractive index of which could be tailored in a wide range being greater or less than unity. A 
wire media (or rodded media [2]) was also considered demonstrating that their electric dispersive properties 
imitate those of plasma. Accordingly, the basic physics behind these systems was considered in terms of beam 
shaping effects. Recently, a lot of work has been devoted to various artificial dielectrics, and in particular, to wire 
media, exploiting the property of the negative permittivity below the plasma frequency:  
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where ωp is the plasma frequency depending on the wire radius a and spacing between the wires b; γ is some 
relaxation parameter. There are a number of methods of deducing Eq.(1) in which typically the wires are 
considered perfectly conductive and the relaxation is introduced from qualitative estimations. Various methods 
give numerically similar values for ωp. Thus, a local field approach developed in [13] yields: 
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where c is the velocity of light. In this work we consider the wire medium as highly dispersive and lossy system to 
realize tunable dielectric response. In this way, a rigorous calculation of the relaxation parameter becomes 
essential. We also will have to take account of magnetic properties of wires. This is realized by imposing the 
impedance boundary conditions at the wire surface and averaging the electric field to deduce εef. The parameter γ 
depends on the wire surface impedance ςzz which combines electric and magnetic properties: 
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Figure 2. Effective permittivity spectra for the polarisation with electric field along the wires calculated from (1)-(3) 
in composites with different spacing b: 10 mm (sample 1) and 5 mm (sample 2) with the applied magnetic field H as 
a parameter. Modelling is performed for wires with a circumferential anisotropy (anisotropy field Hk=500A/m). The 
other parameters are: resistivity 130 μΩcm, saturation magnetisation 0.05T, wire radius a =36 μm. The field effect 
is seen below the plasma frequency when the relaxation is relatively large. 
 

                                
)/ln(2 abfa
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π
ςγ =                                 (3) 

For magnetic wires with circular magnetic anisotropy, this parameter may change greatly when an external 
magnetic field is applied as a result of the MI effect. Then, the permittivity spectra will depend on the external 
magnetic field as demonstrated in Figure 2. 

The magnetic state in amorphous ferromagnetic microwires of Co-based composition with nearly zero 
magnetostriction is very sensitive to the external magnetic field applied along the wires. This field opposes the 
circular anisotropy field bringing the wire magnetisation along the axis. This magnetic state corresponds to high ac 
permeability of wires induced by the wire currents and high surface impedance (MI effect). Increasing the wire 
impedance affects the permittivity dispersion: the relaxation parameter increases and the magnitude of the real 
part decreases. As the wire impedance depends on the dc magnetisation it is expected that any physical effects 
(mechanical stress, temperature) that results in change in the magnetic structure (whilst the ac permeability 
remains high) will affect the dispersion of the effective permittivity. 
 
3. EXPERIMENT 

The microwave properties of wire composites were investigated by free space method requiring large 
samples. Co66 Fe3.5B16Si11Cr3.5 (magnetostriction constant λs ≈ -3⋅10-7) glass coated amorphous wires with radius a 
of 36 μm and glass coating thickness of 5 μm were glued in paper to form wire-lattices of 60x60 cm2 with 
separation b of 10 mm and 5 mm, as shown in Figure 1. The S-parameters were measured in the frequency range 
of 0.9-17 GHz in the presence of external magnetic field ranging up to 3000 A/m applied along the wires. The 
magnetic field was generated by means of a plane coil [10] with turns perpendicular to the electrical field in the 
incident wave. The effective permittivity spectra were deduced from S-parameters with the help of Reflection- 
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Figure 3. Wire impedance vs. field for different frequencies. 

 
Transmission Epsilon Fast Model. The effective thickness of the samples was taken equal to the wire spacing b. 
The magnetic and impedance properties of wires were defined from measurements of the dc magnetisation loops 
and MI in the frequency range up to 3.5 GHz. 

 
4. DISCUSSION 

As it was demonstrated above, the dispersion of the effective permittivity εef depends on the wire surface 
impedance. Therefore, large and sensitive MI in the wires is essential for developing tunable dielectrics. The 
results on dc magnetisation loops (not shown here) have confirmed that the wires possess a circumferential 
anisotropy with the effective anisotropy field of about 500A/m. Figure 3 shows the impedance vs. magnetic field 
plots in 6 mm long sample. The MI dependences have two symmetrical peaks typical of a circumferential 
anisotropy.  

Figure 4 shows the permittivity dispersion deduced from S-parameter measurements for the two samples 
with the applied magnetic field H as a parameter. The effective thickness for the permittivity calculation was taken 
equal to the lattice period (10 mm and 5 mm, accordingly) although the real composites thickness is much smaller 

 

Figure 4. Real (a) and imaginary (b) parts of εef deduced from S-parameter measurements with applied magnetic 
field H as a parameter. 
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and is defined by the host matrix thickness. The relevance of this approach to the effective thickness of even 
1-layer wire lattices was experimentally and numerically proven [14]. The real part of εef has a negative value below 
the plasma frequency which is equal to 5.04 GHz 10.8 GHz for samples with lattice period of 10 mm and 5 mm , 
accordingly.  For higher frequency sample (b= 5 mm) the real part changes from -90 at zero field to -55 for H=3 
kA/m at a frequency of 1 GHz. This behaviour agrees well with the theoretical results shown in Fig. 2. Using 
analogy with plasma, the application of external magnetic field suppresses low-frequency plasmons decreasing 
the magnitude of the real part of the permittivity while its imaginary part increases with the field due to the increase 
in the wire impedance. Both the dispersion and filed effect is stronger for the 5 mm sample comparing to those for 
10 mm sample since the plasma frequency is higher and magnetic field effect is stronger at lower frequencies. In 
the frequency region below 2 GHz the maximum of the imaginary part is observed when the applied magnetic field 
is about 500 A/m that is equal to the anisotropy field. 
 
CONCLUSION 

Here we report novel results on the magnetic field effect on the dielectric response in composites with 
array of parallel magnetic wires with two different lattice constant of 5 and 10 mm. We studied the composite 
permittivity in the frequency region of 0.9-17 GHz utilising free-space measurement method and analysis in terms 
of the effective permittivity depending on the wire surface impedance. Both the real and imaginary parts of εef show 
strong variations with increasing the field owing to the field dependence of the wire impedance which controls the 
losses in the dielectric response. Long-wire composites have a plasmonic type dispersion of εef with negative 
values of its real part below the plasma frequency which is about 5 GHz for wire spacing of about 10 mm and 10.8 
GHz for 5 mm array with wire diameter being of 72 microns. The presence of the external magnetic field 
suppresses “low-frequency plasmons” increasing the value of the real part of the permittivity. Thus, the 
investigated composites with ferromagnetic microwires exhibited a strong dependence of the effective permittivity 
on the external magnetic field that makes them suitable for large scale applications as tuneable microwave 
materials. 
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Abstract—A nonsingular, polarization-dependent, 3D impulse response is derived to determine
unambiguously the amplitude distribution in the image volume of a negative-refractive-index
layered lens. The generalized amplitude transfer function is introduced to gain a deep insight into
the resolution power of the optical element. In the near-field regime, fine details containing some
depth information may be transmitted through the lens. Metamaterials with moderate absorption
are appropriate for subwavelength resolution keeping limited degree of depth discrimination.

1. INTRODUCTION

The possibility of recovering sub-wavelength details of an object is a subject of growing interest
leading to a profusion of superresolving image-forming techniques. In 2000 Pendry [1] showed that
a thin slab of a medium with negative refractive index (NRI) is capable of generating a exact replica
of a plane object, thus being coined as a perfect lens. For the homogeneous part of the field, a
phase reversal is accomplished within the NRI medium that compensates the phase gathered by
the wave when travelling away from the source. On the other hand, the evanescent components
of the wavefield carrying those sub-wavelength features are amplified in the metamaterial layer in
order to regain their amplitudes at the image plane. To do it, coupled surface plasmons are excited
at the input and output interfaces of the NRI-material slab. Unfortunately, absorption inherent in
NRI media restrains a perfect lens from ideal reconstruction of the object.

To derive the resolution limit of the system, the amplitude transfer function (ATF) has been
preferably examined since it provides straight the cutoff frequency beyond which one cannot find any
spectral component in the reconstructed image. Thus separating the s-polarized and p-polarized
components of the field, the image-forming metamaterial layer behaves as a linear and shift-invariant
system having a scalar transfer function [2]. As a consequence, the response of the imaging slab for
each polarization may be developed by means of the point spread function (PSF), resulting from
the Fourier transform of the corresponding ATF.

In a complementary analysis it may be adopted the Rayleigh criterion of resolution for which
two point sources are just resolved when the first diffraction minimum of the image of one object
point coincides with the maximum of the adjacent source. Thus the PSF may be referred to a
resolution gauge for our optical element since the full width of its central peak may be used to
measure the limit of resolution. Moreover, in optical microscopy we generally have point sources
placed at different distances from the layered lens leading to different limits of resolution along a
direction either parallel or perpendicular to the surfaces. Specifically the transverse resolution has
been studied in detail but little is said about axial resolution of these metamaterial image formers
[3].

In this paper we introduce the generalized ATF, identifying a closed-surface sheet for the far field
and a hyperboloid sheet for the evanescent wave component. From the geometry of the generalized
ATF we interpret the PSF pattern in the image volume. Moreover this allows us to provide some
relevant aspects on the depth-discrimination capabilities of the perfect lens.

2. IMAGE FORMATION WITH NRI SLABS

Let us consider a thin metamaterial slab with its front face (input plane) at z = 0 and the output
plane at z = d thus d denoting the layer width. This optical element depicted in Fig. 1(a) will
generate an image in the semi-space z ≥ d from a given plane object laying on z = −z0 (z0 ≥ 0).
For simplicity we assume that both object and image media are the vacuum. To have a high-
fidelity reproduction at the image plane, the negative index of refraction n2 of the metamaterial
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Figure 1: (a) Schematic geometry of the planar-layer-based perfect lens. (b) Absolute value of the PSF |h3|
in z ≥ −d at λ0 = 600 nm for absorbing slabs of δ = 0.1 and different widths d. The plot is normalized to
unity at ~r = 0, and contour lines for values 1 (solid line) and 1/2 (dotted line) are drawn in red. The image
plane is now shifted to z = 0 (vertical green line).

should coincide in magnitude with that of the object (and image) medium (n1 = 1). Material
losses prevent from this ideal situation and we therefore assume a realistic, simple model, in which
permittivity and permeability are of the form ǫ2 = µ2 = −1+iδ. Under these circumstances perfect
imaging cannot be achieved since n2 = −1+ iδ. However a good replica may be found at the plane
z = 2d− z0 if δ ≪ 1. Moreover, the condition 0 ≤ z0 ≤ d leads to real images in d ≤ z ≤ 2d.

In order to determine the wave fields in the image plane, it is customary to separate the s-
polarized waves (Ez = 0) from the p-polarized waves (Hz = 0) constituting the electromagnetic
field emitted by the source. Nieto-Vesperinas [2] showed that the perfect lens is a linear and 3D
shift invariant (3D LSI) system. For s-polarized waves, the transverse electric (TE) field emerging
from the NRI slab satisfies

~Eout(~R, z) =

∫∫
~Ein(~R0,−z0)h3(~R− ~R0, z − 2d+ z0)d

2 ~R0, (1)

where ~Ein(~R0,−z0) is the TE wave field at the object plane travelling in direction to the input
plane. We recognize the 3D function

h3(~R, z) = (2π)−2
∫∫

T (~k⊥) exp
(
i~k⊥ ~R

)
exp (iβ1z) d

2~k⊥, (2)

as the PSF of the optical system. In Eq. (2), the layer transmittance

T (~k⊥) =
t12t21 exp [i (β1 + β2) d]

1− r221 exp (2iβ2d)
, (3)

follows the Airy formula [5] except for a linear phase factor. If k0 = 2π/λ0 denotes the wavenumber
in vacuum, the propagation constant reads

βj = σj

√
k20ǫjµj − ~k⊥ · ~k⊥, for j = {1, 2}. (4)

Note that σ1 = 1 for the vacuum and σ2 = −1 for the NRI material. Also

tjk =
µkβj − µjβk
µkβj + µjβk

(5)

is the transmittance factor for s-polarized waves at a single interface, and rjk = 1− tjk.

For p-polarized waves it is convenient to derive first the transverse magnetic (TM) field ~Hout(~R, z ≥

d) from that TM field at the object plane ~Hin(~R0,−z0). This yields a convolution similar to (1),
where its PSF may be written again into the plane-wave representation (2) by means of the layer
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transmittance (3). It is well known that the substitutions ǫj ↔ µj switches the Airy formula for
TM waves and TE waves, respectively [5]. In our case, however, both material parameters are set
equal providing an unique PSF.

Disregarding material losses (δ = 0) we have T = 1 yielding h3(~R, 0) = δ2(~R). In this limiting
case [1], the presence of the 2D Dirac delta function δ2 leads to a perfect image

~Eout(~R, 2d − z0) = ~Ein(~R0,−z0). (6)

However h3(~R, z) would exhibit a singular behaviour in z < 0 [2]. Thus absorption δ acts as a
regularizing parameter that provides a Wiener-like filter T .

The amplitude of the 3D PSF |h3| is depicted in Fig. 1(b) for NRI slabs of different widths d.
Since T is radially symmetric, the PSF varies upon the axial coordinate z and the modulus of the
transverse vector, R. In the numerical simulation we set a wavelength λ0 = 600 nm in vacuum,
and losses δ = 0.1 for the metamaterial. Shifting the image plane at z = 0, the exit surface of
the layered lens would be found at z = z0 − d. Bearing in mind that z0 ≥ 0, the meaningful
part of the PSF lies within the range z ≥ −d as considered in the graphical representation. The
3D amplitude distribution of the PSF for a subwavelength width d shows a distinct behavior in
comparison with those impulse responses for d ≫ λ0. For instance, the FWHM of the PSF at the
image plane ∆⊥ = 73.5 nm is clearly subwavelength at d = 60 nm; in fact ∆⊥ would vanish if d
were identically zero. Moreover, the amplitude reaches a maximum value at the center point R = 0
on the output plane. On the contrary, ∆⊥ = 552 nm comes near the wavelength at d = 1.8 µm.
Here the maximum amplitude is found approaching the image plane far from the output plane,
existing a small longitudinal shift of 104 nm. Furthermore one may determine a FWHM along the
z-axis, and in our case we found ∆z = 1.70 µm.

3. THE GENERALIZED ATF

A convenient interpretation of these results is derived by writing explicitly the far-field term and the

evanescent-wave term of the PSF given in Eq. (2). Within the spectral domain ~k⊥ · ~k⊥ = k2
⊥
≤ k20 ,

β1 yields a real value leading to waves that carry energy to the far field z → ∞. If k⊥ > k0,
however, β1 is purely imaginary so that this part of the wave field contributes exclusively to the
near field z & z0 − d. The 3D PSF is then written as h3 = hN + hF where the far-field term,

hF (~R, z) =
−ik0
2π

∫∫
a(~s) exp (ik0~s~r) dΩ, (7)

is evaluated from Eq. (2) within the far-field spectral domain, 0 ≤ θ ≤ π/2, being dΩ = sin θdθdφ

the element of solid angle in spherical coordinates. In Eq. (7), the point of observation ~r = ~R+ zẑ

and the 3D unitary vector ~s = ~s⊥ + szẑ is deduced from the dispersion equation k0~s = ~k⊥ + β1ẑ.
Finally, the angular spectrum

a (~s) =
i

λ0
T (~s) sz, (8)

where sz = cos θ. Since k⊥ = k0 sin θ, the transmittance T depends exclusively upon the azimuthal
coordinate θ, and so does a.

To gain a deep insight into the PSF term hF , let us consider the limiting case δ → 0. In this
case T = 1 and the transverse distribution of the PSF is an Airy disk,

hF (~R, 0) =
J1 (k0R)

λ0R
, (9)

where J1 is a Bessel function of the first kind. Along the axis R = 0 the PSF may be expressed
analytically as

hF (0, z) =
(1− ik0z) exp (ik0z)− 1

2πz2
. (10)

We remark that |hF | is maximum at the origin, whose central lobe has FWHMs ∆⊥ = 0.705 λ0

and ∆z = 1.55 λ0. At λ0 = 600 nm we have ∆⊥ = 423 nm and ∆z = 929 nm. These numbers are
roughly in agreement with the numerical simulation performed in Fig. 1(b) at d = 1.8 µm revealing
that hF is the dominant part of the PSF. This is also true for higher values of d. Otherwise the
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Figure 2: Spherical and hyperboloidal sheets constituting the generalized ATF are shown in (a) in 3D and
on the meridional plane sx = 0. In (b) we represent the angular spectrum |a| (in blue) and the near-field
term of the ATF (in red) for the numerical simulation of Fig. 1(b)

near-field component becomes of significance (see sub-figure at d = 600 nm), even taking the control
of the amplitude distribution in the image volume for slabs of a subwavelength width.

We point out that hF represents a focused wave with focus at the origin ~r = 0 and, as a
consequence, it may follow the standard mathematical treatment of apertured spherical beams. In
the limiting case δ = 0 it yields an aberration-free focal wave since a(~s) is a real function excepting
a constant complex factor [6]; otherwise monochromatic aberrations arise [2]. From Eq. (7) we
infer that hF may be written in terms of a 3D Fourier transform of the function a(~s), which has
extent in three dimensions and is wrapped around the unit semisphere ~s · ~s = 1 and sz ≥ 0 [see
Fig. 2(a)]. In the McCutchen’s original paper [4], the function a is coined as the generalized aperture
describing the patch of solid angle occupied by the Huygenian source at the aperture plane of the
converging wave. In our case, however, the transmission is determined by the function T rather
than absorption on an opaque screen. Therefore a(~s) is simply recalled as the generalized ATF of
the perfect lens.

The near-field wave hN might be expressed in the form of Eq. (7) if the angular coordinate θ is
represented in the complex plane. Setting θ = π/2 − iα and running α from 0 to ∞ allows us to
consider the normalized wave vector ~s with real transverse component of modulus s⊥ = coshα > 1
and purely-imaginary axial component sz = i sinhα. The dispersion equation is conveniently
rewritten as s2

⊥
−(s′′z)

2 = 1, where sz = s′z+ is′′z , representing a unit hyperboloid shown in Fig. 2(a).
It is immediate that the angular spectrum a(~s) wrapped around such a surface constitutes the
second sheet of the generalized ATF associated with evanescent components of the wave field.

Previously we mentioned that h3 is singular in a lossless metamaterial lens, caused by the near-
field term hN . In this case, the unbounded function a(~s) modulates the ATF over the hyperboloidal
sheet having infinite extent. However the PSF is bandlimited when δ 6= 0 [7]. As shown in
Fig. 2(b), the modulus |a| is maximum at θ = 0 for the far-field term, approaching λ−1

0 exp (−k0δd),
and it decreases to zero at θ = π/2. Within the near-field regime, |a| grows exponentially at
increasing values of α, however attaining a local maximum |a|max before it decreases for α → ∞.
For d = 60 nm, the maximum |a|max = 4.77 µm−1 at αmax = 2.02 rad, which corresponds to a
normalized spatial frequency s⊥ = 3.82 (and sz = i3.69). On the far-field sheet the generalized
ATF remains comparatively low since |a| ≤ 1.57 µm−1 [= |a(θ = 0)|]. The effective area of the
hyperboloidal surface where a(~s) takes significant values also surpasses in several units that from the
unit semisphere. On the other hand, for d = 1.8 µm, |a|max = 5.76 10−5 µm−1 at αmax = 0.104 rad,
associated with a unit vector of s⊥ = 1.005 (and sz = i0.104). This is several orders of magnitude
lower than the maximum |a| = 0.253 µm−1 given at θ = 0. Expectedly the effective area of a(~s) on
the hyperboloid is here a fraction of that from the semisphere.

We conclude that the generalized ATF provides geometrical and analytical arguments in order to
derive critically whether hN represents the dominant contribution to the PSF. This is of relevance
since subwavelength resolution is achieved exclusively in such a case.
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Figure 3: Energy density in the image volume of two point sources centered at x = ±60 nm provided under
different conditions of absorption and depth.

Superresolving layered lenses made of metamaterials with moderate absorption are limited by
a subwavelength width. For microscopy applications, an extended object should be confined in the
vicinities of the NRI slab in order to give rise to real images. Moreover, the decay of the wave field
from the output plane of the lens leads to inability for producing 3D focusing of energy in spots
smaller than λ0 [3]. However, a quasi-planar object with grooves and small surface defects contains
some depth information that might be transmitted through the lens. As illustration we show in
Fig. 3 the contour plot of energy density in the image space which is produced by two equienergetic
point sources. An incoherent superposition is assumed to get rid of interference phenomena. Both
points are separated 120 nm along the transverse direction. We analyze the case one of these objects
O1 stays closer to the lens than O2, and therefore its image O′

1 remains in a plane (here z = 0)
further from the lens back face. In this plane the presence of the second image O′

2 is imperceptible
in virtue of the evanescent nature of its wave field. Moving to the image plane z = −40 nm of
O′

2 it is clearly detected, however, superposed to the strong back tail produced by O′
1. For the

lower-absorbing layer (δ = 10−3) the higher superresolving power along the transverse direction is
achieved. Nevertheless its back tail at z < 0 spreads much faster hindering the observation of O′

2.

4. CONCLUSION

In direct analogy with conventional image-forming systems we show that when a NRI planar lens
produces an image of a point source the 3D diffraction pattern which results is the 3D Fourier
transform of a function that here we called the generalized ATF. This feasible application of the
McCutchen analysis [4] relies on the relation between the angular spectrum of the PSF and the lens
transmittance in the spatial-frequency domain. Particularly, subwavelength resolution is mostly
determined by the modulation of the generalized ATF on the hyperboloidal sheet. In connection
with this result we have understood that increasing transverse resolution within the near-field
regime may be produced at the cost of loss in depth discrimination.

This research was funded by Ministerio de Ciencia e Innovación (MICIIN) under the project
TEC2009-11635.
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Abstract- We present a family of p-polarized optical beams that are highly localized around its optical axis and 
are sustained in a layered medium. This medium is comprised of a stack of thin films made of a material exhibiting 
negative permittivity, regularly placed in a dielectric host. We exploit the excitation of surface plasmon polaritons 
leading to enhanced localization near the optical axis. Also we perform an appropriate correction of the 2D 
wavefront in the vicinity of the beam axis for a perfect phase matching showing an optimal concentration of light. 

1. INTRODUCTION 
Tightly confinement of light has been motive of interest in the scientific community during decades. In 
this context we include the Bessel beams [1], a family of optical wavefields with the ability of 
suppressing the spreading effect associated with diffraction thus being transversally localized around 
its axial focus. They are interpreted as a suitable superposition of plane waves all having a wavevector 
that projected onto the optical beam axis (OBA) gives the characteristic propagation constant β. This 
sort of solutions may be found also in stratified media if the vector normal to the interfaces lies along 
the OBA leading to normal incidence of the beam. However, they cannot be supported with 
out-of-plane excitation [2]. 

On other hand, assuming the medium is periodic, the elements of any wave superposition are 
necessarily Bloch modes. Provided the projection β of the pseudomoment along a direction 
perpendicular to the periodicity of the medium coincides for all Bloch components we can construct a 
localized diffraction-free beam if, additionally, a phase matching condition is satisfied [3]. 

In this work we identify some 1D layered structures that can sustain nondiffracting wavefields 
propagated along the OBA with transversal beamsizes clearly surpassing the diffraction limit. This 
subwavelength effect is due to two different mechanisms, the existence of photonic bandgaps and the 
formation of surface resonances in the metal-dielectric interfaces. The excitation of such surface 
plasmons polaritons (SPPs) are attained at comparatively high values of β, however leading to a 
subwavelength beam size. 

 
2. DIFRACTION-FREE BEAMS IN 1D LAYERED MEDIA 
Let us consider a monochromatic nondiffracting beam propagating in a 1D lossless periodic structure 
consisting of alternating layers of negative- and positive-permittivity materials as shown in Fig. 1(a). 
The y axis is set such that it is perpendicular to the separating surfaces. The period is L = dd +dm where 
dd and dm are the thicknesses of the dielectric and metallic layers. We also assume that beam 
propagation is directed along the z axis, so that we may cast the electromagnetic fields as 
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being ω the frequency of the monochromatic radiation. The homogeneity of the wave field in the 
coordinate z is explicitly parametrized in terms of the propagation constant β. We consider TM waves, 
where H is in the plane XZ and, therefore hy vanishes. 

The Maxwell’s equations provide some relations between the transverse fields e and h. The electric 
field e may be derived from h by means of the equation ∇× H = −iω ε0 ε E, where ε(y) is the relative 
dielectric constant of the foliar structure, and relation between the magnetic components can be 
obtained from the equation ∇.(µ0 H) = 0. Thus hx is the scalar wave field from which we may describe 
the nondiffracting beam unambiguously. 

According to the Bloch theorem the modes in a multilayer periodic medium are Bloch waves, that 
for our stratified medium are of the form, 

 ( ) ( ) ( )R//kiyKiyhK expexp  (2) 

where hK(y+L) = hK(y) is a periodic function, k// = (kx, β) is the wave vector onto a plane parallel to the 
interfaces, R = (x, z), and K is the Block wave number. The function hK(y) may be written as 
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the amplitudes aα and bα are constants where α = m refers to the medium of negative dielectric constant 

(NDC), and α = d stands for the dielectric, and ( ) 22
//k−= αα εω ck y . The relationship between aα 

and bα can be found by enforcing the boundary conditions and its values by normalization. Therefore, 
using a matrix method [4] we may obtain in a rather simple way the dispersion equation 
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The existence of the Bloch modes requires that -1 ≤ cos(K L) ≤ 1, i.e. K is real. In Fig. 1(b) we plot 
the real-valued K solutions of equation (4) for the multilayer medium we have selected. It is composed 
of thin metallic films of width dm = 50 nm embedded in a dielectric medium of εd = 2.25. The period is L 
= 450 nm, and we consider a conductor that at a frequency ω = 3.4 fs−1 (wavelength λ0 = 550 nm in 
vacuum) has εm ≈ −15 (similar to its value for silver but neglecting losses). There are three allowed 

bands (Im(K) = 0). Interestingly two of those bands appear for values ( cd ωε>//k )  (red line in Fig. 

1(b)), range where the wavefields are of evanescent nature in the layers. These propagating Bloch 
modes are a consequence of resonant tunneling of the evanescent waves and possess features of 
both surface plasmon and Bloch waves. 
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Figure 1: (a) Schematic geometry of the planar nanolayer-based medium. (b) Dispersion relation for the periodic media 

chosen (ω = 3.4 x 1015 rad/s). The regions in yellow denote the bandgaps. The red line marks the boundary between the 
homogeneous-wave regime and evanescent-wave regime in the dielectric. 

Returning to our principal objective, we obtain a diffraction-free beam as an adequate superposition 
of Bloch modes. In particular, the propagating wavefield Hx is constructed as  

  (5) ( ) ( ) ( ) ( ) ( ) ( ) xxK
K

Kxx dkxikyKiyhwziyxhzizyxH expexpexp),(exp,, ∑∫
∞

∞−
== ββ

where wK is simply the weight for the different Bloch modes in the superposition. Keeping in mind that 
we only consider propagating Bloch modes we set wk = 0 if Im(K)≠ 0. 

We point out that given the propagation constant β, not only the pseudomoment K but also the 
spatial frequency kx is bandlimited. Accordingly, we can generate different nondifractive waves 
superposing the Bloch modes belonging to one band or to different bands. In Fig. 2(a) and 2(b) we map 
different contours of isofrequency β in the kxK plane for the first and second allowed bands 
respectively. 

3. FOCUS GENERATION AND RESULTS 
Only superposing Bloch modes in the form proposed in Eq. (5) is not enough to generate a localized 
beam. We need to establish some favorable conditions for the formation of a focus along the z axis. An 
advantageous point is the normalization of the periodic function hK, so we chose hK(0) = 1. In this way 

using (x, y) = (0, 0) in Eq. (5) we obtain the wavefield amplitude  at the origin as a 

summation of the amplitudes w

x
K

Kx dkwh ∑∫
∞

∞−
=

K corresponding to different Bloch modes. This may be interpreted as an 
interference of Bloch-type individuals. If the phase of their amplitudes is manipulated in order to have 
the same value leading to in-phase waves, the oscillatory superposition yields the highest intensity 
achievable. Moreover, under general conditions it cannot be found a point other than the origin from the 
xy plane where such a phase matching holds. As a consequence, a strong localization of the 
nondiffracting beam is expected to occur around the origin, such a point unquestionably constituting a 

focus. Finally we chose ( )222
//1 β+−= xK kw k , a form approaching the spectral strength that can 

be experimental attained, between others, using an opaque screen with a centered extremely-thin 
transparent annulus placed at the front focal plane of a perfect lens [5]. 
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Figure 2: (a) y (b) Isofrequency curves at different propagation constants β in the first and second sheet of the dispersion 

curve respectively. (c) Transverse intensity |hx|
2(x, y) corresponding to a localized diffraction-free beam of normalized 

propagation constant β L = 8.503. Intensity distributions along the coordinate axes are shown at the top and left sides. Inset: 
Isofrequency curve where shaded region corresponds to the excited spatial bandwidth. 

To illustrate the focus generation along the z-axis, we perform different numerical simulations for 
various propagation constants. In Fig 2(b) we show the field intensity |hx|

2 for a nondiffracting beam of 
propagation constant corresponding to the lower limit of the first band (β L = 8.503). The isofrequency 
curve is also depicted, where excited frequencies are shaded in grey. The FWHM of the intensity peak 
along the x-axis is Δx = 505 nm, which is above the wavelength in the dielectric medium (λd = 367 nm). 
However, the behavior along the ordinate is significantly different. The wavefield is high localizated in 
the interfaces of the slabs, leading to fast decays when moving away from the surfaces and thus 
forming wedge-like shapes. Although the highest peak is attained at y = 0, a large one also arises at the 
other side of the NDC film, y = dm. Ignoring this sidelobe, the FWHM of the figure is Δy =61.58 nm, well 
below λd. In the previous example we have used only the first allowed band. Now fixing the value of β 
as the corresponding to the lower limit of the second band (β L = 7.899) we may excite every allowed 
spatial frequency in the evanescent-wave regime of the two highest bands. In this case (Fig. 3(a)) the 
FWHM along the x axis is Δx = 277 nm, lower than λd and, more importantly, the high sidelobe 
appearing previously in the y axis seems to be wiped out completely. This effect may be explained 
considering that Bloch components from the first band and those from the second band are roughly out 
of phase at y = dm so that they interfere destructively in Eq. (5). Additionally, the FWHM is Δy = 54 nm. 

In the simulations given above we have shown that beamsizes along the x-axis are larger than the 
diffraction limit λd/2 attained by quasi-stationary Bessel beams propagating in the medium of dielectric 
constant εd, whereas Δy is clearly a subwavelength width. Control over the wave pattern and thus over 
its FWHM in the x direction is exercised by the spectrum of spatial frequencies kx: the higher bandwidth 
the lower Δx. In our last illustration we select β coinciding with the lower limit of k// for the third band. We 
can see the results in Fig. 3(b). A narrow peak on the focus is produced exhibiting a width Δx = 132 nm. 
Also strong sidelobes arise in the vicinity of focus. The presence of two bandgaps explains these 
effects. The field distribution in the y-axis demonstrates a subwavelength focus of FWHM Δy = 44 nm. 
Sidelobes on the interfaces are accompanied by other peaks in the middle of the dielectric slabs. This 
is not surprising since Bloch components of the third band contributing in the expansion (5) have such a 
behavior. 
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Figure 3: Transverse intensity |hx|
2(x, y) for diffraction-free beams of normalized propagation constant (a) β L = 7.899, 

and (b) β L = 4.571. In this last case all three bands of allowed frequencies are excited. 

4. CONCLUSIONS 
We have demonstrated that diffraction-free beams propagating in structured media composed of 
alternating layers of positive and negative ε may reach beamsizes surpassing the diffraction limit. In the 
layered system, two different mechanisms lead to the superresolving effect. A bandpass filtering due to 
the existence of gaps in the spatial spectrum of kx modifies the response of the system transversally 
providing a narrow peak along the x-axis with moderate gain (Δx < λd/2) and high sidelobes (secondary 
foci). In the direction of the periodicity, however, superresolution is carried out by the formation of 
surface resonances leading to fast decays out of the interfaces. In our numerical simulations, Δy can be 
as low as a third of λd/2. Additionally, dephase of Bloch constituents belonging to different bands 
contributes to the growth control of secondary foci in nearby surfaces. 
 
ACKNOWLEDGEMENT 
This research was funded by Ministerio de Ciencia e Innovación (MICIIN) under the project 
TEC2009-11635. 

REFERENCES 
1. Hernández-Figueroa, H. E., M. Zamboni-Rached and E. Recami, Localized Waves, John Wiley & Sons, New 

Jersey, 2008. 
2. Longhi, S., D. Janner and P. Laporta, “Propagating pulsed Bessel beams in periodic media,” J. Opt. B, Vol. 6, No. 

11, 477-481, 2004. 
3. Miret, J. J. and C. J. Zapata-Rodríguez, “Diffraction-free beams with elliptic Bessel envelope in periodic media,” 

J. Opt. Soc. Am. B, Vol. 25, No. 1, 1–6, 2008. 
4. Pochi, Y., Optical waves in layered media, Wiley-Interscience, New Jersey, 2005. 
5. Indebetouw, G., “Nondiffracting optical fields: some remarks on their analysis and synthesis,” J. Opt. Soc. Am. A 

Vol 6, No. 1, 150–152, 1989. 

154



                                                                                          

Optical absorption and SHG in PMMA and SiO2-matrices doped 

with DO3 as function of poling time 
 

J. García-Macedo1A, A. Franco1, G. Valverde-Aguilar1, and L. Romero2 

 
1Departamento de Estado Sólido, Instituto de Física, Universidad Nacional Autónoma de México, México, D.F. 

04510, México 

A conrresponding author  

e-mail: gamaj@fisica.unam.mx 

Fax number: +52 (55) 5622 5011, Telephone number: +52 (55) 5622 5103 
 

Abstract- The orientation of non-linear dyes embedded in different matrices plays an important role on 

the optical properties of films. The order parameter is related with the dyes orientation through the 

optical absorption (OA). The answer of the dye to a corona poling treatment depends of the 

molecule-molecule and molecule-matrix interactions. Amorphous and nanostructured films of PMMA 

and SiO2 doped with the organic dye Disperse Orange 3 (DO3) were prepared. Sodium Dodecyl Sulfate 

(SDS) was used as template to perform a large-order lamellar nanostructure, detected by X-ray 

diffraction (XRD). The films were characterized by scanning electronic microscopy (SEM). OA and 

second harmonic generation (SHG) intensity measurements were carried out at several corona poling 

times. SHG measurements were registered at 60, 80, 100 and 120ºC. The experimental results are shown 

in plots of order parameter and SHG intensity against corona poling time. We fitted the OA and the 

SHG results as function of the corona poling time with a model developed by us, employing only one 

fitting parameter related to the matrix-chromophore interactions. The lamellar structure provides largest 

order parameter values. The most intense SHG signal was obtained in the SiO2:DO3 films with lamellar 

phase.  

 

1. INTRODUCTION 

In the last years a lot of attention has been put on the development of materials with well controlled 

nanostructures, due to their remarkable enhanced properties with respect to those materials without that ordered 

structure at the nanometric scale. Several kinds of properties in the materials have been improved by means of 

the incorporation of nanoparticles or nanostructures. In particular, the development of materials with very 

specific optical properties has experienced an important evolution due to the incorporation of nanoparticles in 

well organized nanostructures induced in the materials [1]. Metamaterials, photonic crystals and plasmonics are 
very important areas of the scientific research involved in the development of materials with new and interesting 

linear and non-linear optical features. Clear examples of materials whose optical properties are governed by their 

order at the nano-level scale are the nanostructured films doped with push-pull molecules. The collective 

orientation of the push-pull molecules inside the films changes the linear and non-linear optical responses of the 

films. One of the most striking optical properties of these films is observed when their chromophores are 

arranged in a non-centrosymmetrical distribution. When that happens, the films exhibit second-order non-linear 

optical properties detectable by second harmonic generation (SHG) measurements. A non-centrosymmetric 
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distribution of the orientation of the push-pull chromophores in a film can be attained by applying an intense 

external electric field across the film, like the well know case of the corona technique [2]. The orientation of the 

chromophores by corona poling is affected by local matrix-chromophore and chromophore-chromophore 

electrostatic interactions. The presence of nanostructures in the materials, in which the chromophores are 

embedded, helps to overcome some chromophores orientation difficulties related to the electrostatic interactions 

mentioned above. It means that the intensity of SHG, the speed of the chromophore orientation and the others 

parameters are expected to be controlled by means of the modification of the local environment around each one 

of the chromophores. That happens when the material is nanostructurated.  

In this work the materials were nanostructurated by means of the incorporation of an ionic surfactant during the 

film matrix formation step. The presence of nanostructures in the films was confirmed by X-ray diffraction 

(XRD) measurements. The effect of the nanostructures in the chromophores orientation was monitored by 

UV-vis optical absorption and SHG intensity measurements as function of corona poling time at several 

temperatures on amorphous and nanostructured films. The fitting of the experimental results by means of our 

model [3] helps to quantify the effects of the nanostructures on the materials SHG signal intensity, speed of the 
chomophores orientation and stability of the non-centrosymmetric molecular arrangement.   

 

2. EXPERIMENTAL DETAILS 
2.1 Synthesis of the materials. All the materials under study were doped with the push-pull chromophore 

4-amino-4-nitrobenzene, better known as Disperse Orange 3 (DO3), which has a big permanent dipole moment 

equal to 2.47 x 10-29 C m. Four kinds of different materials were studied in this work. These materials can be 

classified in two main groups: amorphous and nanostructured. The aim of the paper is to detect the main effects 

of the nanostructures in the optical responses of the materials. Besides, the matrices of the films had two 

different compositions, one of them was polymethylmethacrylate (PMMA) and the other one was SiO2. The first 

one typically has weaker bonds than the second one, i.e., the chromophore orientation is easier in the first one at 

low temperatures. The PMMA films were made by mixing 80% in weight of tetrahydrofuran (THF) and 20% in 

weight of PMMA and DO3. From the total of PMMA and DO3, 95% in weight is PMMA and 5% in weight is 

DO3. The SiO2 films were made by sol-gel technique, mixing tetraethylortosilicate (TEOS), ethanol (EtOH), 

deionized water and DO3 in the next molar ratios: TEOS : DO3 : EtOH : H2O = 1 : 0.015 : 4 : 10. 

An ionic surfactant Sodium Dodecyl Sulfate (SDS) was added to the solutions in order to nanostructurate the 

films. The ratio of SDS is 5% in weight with respect to the total solution. The total solution was filtered and the 

deposition of the films was carried out by dip-coating at an extraction rate of 5 cm/min. 

2.2 Corona poling technique. The orientation of the chromophores was done using the well documented corona 

poling technique. Our system basically consists on a silver needle positioned at 5 centimeters from a copper plate. 

The silver needle is orthogonal to the plate and both of them serve as electrodes. The sample is hold by the 

copper plate and there is a voltage between the electrodes equal to 6 kilovolts. The copper plate works as a 

heater too, and has a hole just under the sample where the light can pass through. The corona poling setup is 

described in detail elsewhere.  

2.3 Second harmonic generation. The second harmonic generation was measured in situ by transmittance using 

a YAG:Nd laser at 1064 nm as the fundamental beam of light. This fundamental beam is collected and focused 

onto the sample by a convergent lens. Another lens, set after the corona poling system, collects all the light 

coming from the sample and sends it to a photomultiplier. The light passes through a color filter which blocks 

the fundamental beam and allows the transmission of the generated beam at 532 nm. In a previous work this 
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set-up is completely described. 

 

3. RESULTS AND DISCUSSION 
XRD patterns confirmed the existence of nanostructures in the films with SDS, as well as the kind of the 

geometrical arrangement of the nanostructures (Figure 1). In both cases, PMMA and SiO2, the long-range order 

corresponds to a lamellar geometrical arrangement. The average distances between nanostructures were 3.85 nm 

for the samples with PMMA and 3.80 nm for the samples with SiO2. 

  
Figure 1. XRD patterns obtained for (a) PMMA:DO3 and (b) SiO2:DO3 amorphous and nanostructured films.  

 

The films thicknesses were determined by means of a statistical analysis based on SEM images obtained from 

the samples as shown in Figure 2. It was found the films were very homogeneous and the corresponding average 

thicknesses were 9.63 µm for the PMMA:DO3 amorphous film, 5.64 µm for the PMMA:DO3 nanostructured 

film, 2.75 µm for the SiO2:DO3 amorphous film and 3.38 µm for the SiO2:DO3 nanostructured film. 

 

 
Figure 2. SEM images obtained for amorphous and nanostructured films (a) PMMA:DO3 (top) and (b) 

SiO2:DO3 (bottom). 
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The UV-vis spectra of the samples shows that the maximum absorption is centered at 440 nm for all the samples, 

with or without SDS, as shown in Figure 3. It means there are not optical properties due directly to the 

surfactants. After corona poling the height of the maximum in the spectra decreases. The order parameter ρ 

relates de UV-vis spectra to the efficiency in the orientation of the chromophores through equation 1 [3, 4], 

                                1ρ ⊥= −
A

A
                               (1) 

where A⊥ is the film absorbance at 440 nm after poling and A is the corresponding absorbance before poling. It is 
remarkable that the nanostructured films exhibit larger order parameter. 

  

Figure 3. UV-vis absorption spectra obtained for (a) PMMA:DO3 and (b) SiO2:DO3 amorphous and 

nanostructured films before corona poling. The ratio between the maximum spectrum height before and after 

corona poling determines the order parameter, i.e., it shows how easy the orientation of the chromophores is. It 

was found that the largest order parameter corresponds to the lamellar nanostructures. 

 

The SHG intensity signal dynamics is plotted as function of the corona poling time at several temperatures, as 

shown in Figure 4. The SHG vs. corona poling time spectra was fitted with a model developed by us, employing 

only one fitting parameter related to the matrix-chromophore interactions. The theoretical fit corresponds to the 

solid black line. These plots show a growth in the signal until a maximum plateau. The maximum value is 

directly related to the number of chromophores oriented non-centrosymmetrically, the largest value was obtained 

for the SiO2:DO3 nanostructured films. The speed of the orientation of the chromophores can be represented by 

a matrix-chromophore interactions parameter γ, as larger this parameter is slower the orientation is, too. The 
lowest value of this parameter was attained for the SiO2:DO3 nanostructured films. It means that the stability 

also is poor in these samples, in the sense that if the matrix-chromophore interactions are small then the 

chromophores easily lost their orientation.  
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Figure 4. Plots of SHG intensity vs. Corona poling time for (a) PMMA:DO3 and (b) SiO2:DO3 amorphous and 

nanostructured films at several temperatures. 
 

4. CONCLUSIONS 
XRD patterns show a better long-range order of the SiO2 matrix than the PMMA one. The samples do not 

degrade with the experimental studies, as can be deduced from the cyclic measurements. The lamellar 

nanostructures give place to the largest order parameter values. The most intense SHG signal was obtained in the 

sample of SiO2 with lamellar nanostructure. The orientation and disorientation of the DO3 molecules was faster 

in the samples of SiO2 with lamellar nanostructure. It means that the nanostructures are a good option for 

modifying the dynamics of the chromophores orientation, which would allow increasing the efficiency of the 

SHG signal, the stability of the system and the speed for reaching the maximum SHG intensity. 
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Abstract- This paper investigates performance of a low profile dipole antenna embedded on a
mushroom-like Electromagnetic Band-Gap ground plane. We utilize the in-phase reflection feature and
surface wave band gap of EBG to improve radiation of antenna. Simulation results represent the low
profile dipole antenna radiates efficiently, with a good return loss and radiation pattern.

1. INTRODUCTION
In recent years, electromagnetic band-gap (EBG) structures have attracted increasing interests because of their
desirable electromagnetic properties that cannot be observed in natural materials. EBG structures are defined as
artificial periodic (or sometimes non-periodic) objects that prevent/assist the propagation of electromagnetic
waves in a specified band of frequency for all incident angles and all polarization states. Another important
property of EBG structures is the phase response to the plane wave illumination, where the reflection phase
changes from 180º to -180º as the frequency increases [1].
According to these properties a wide range of applications have been reported, such as TEM waveguides,
microwave filters and low profile antennas [2-4].
In this paper we have utilized a mushroom-like EBG ground plane to improve the radiation efficiency of a dipole
antenna near ground plane. We place a dipole antenna horizontally over a mushroom-like EBG ground plane. To
study  the  effect  of  the  EBG  structure,  performance  of  antenna  have  been  studied  and  compared  with  perfect
electric conductor (PEC) ground plane.

2. Mushroom-like EBG Structure
Mushroom-like EBG structures exhibit unique electromagnetic properties characteristic, such as frequency band
gap and in-phase reflection, that have led to a wide range of electromagnetic device applications. One important
application  of  EBG  structures  is  that  one  can  replace  a  conventional  perfect  electric  conductor  (PEC)  ground
plane with an EBG ground plane for a low profile wire antenna design. For this design, the operational frequency
band of an EBG structure is defined as the frequency region within which a low profile wire antenna radiates
efficiently, namely, having a good return loss and radiation patterns. The operational frequency band is the
overlap of the input-match frequency band and the surface-wave frequency band gap [5].
The basic mushroom-like EBG structure is shown in fig.1. It consists of a flat metal sheet covered with an array
of metal protrusions on a dielectric substrate which are connected to the lower conducting surface by metal
plated  vias  [6].  The  parameters  of  the  EBG  structure  are  labeled  as  patch  width  w,  gap  width  g,  substrate
thickness h, dielectric constant re ,  and  vias  radius  r.  When  the  periodicity  (w  +  g)  is  small  compared  to  the
operating wavelength, the operation mechanism of this EBG structure can be explained using an effective
medium model with equivalent lumped LC elements, as explain in [7].
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Fig.1 : Mushroom-like EBG structure a)unit cell b)3D view.

In  this  paper  center  frequency  is  set  at  12GHz  in  order  to  design  EBG  ground  plane,  so  parameters  of  EBG
structure are:
w=0.12λ (3mm), g=0.02λ (0.5mm), h=0.04λ (1mm) and r=0.005λ (0.125mm). A dielectric layer with

33.2=re is used as substrate.
Ansoft HFSS v10 and CST Microwave Studio 2008, have been applied to simulate and analyze the structure.

2.1. Phase Reflection Diagram
An important property of EBG structure is phase reflection. The reflection phase is determined as the phase of
reflected electric field at the reflecting surface. In these structures reflection phase varies with frequency from
-180º to 180º. So in a specific frequency band they can be used as proper ground planes.
By modeling a unit cell with periodic boundary condition on side walls and running a parametric sweep using an
incident wave excitation at different frequencies the reflection phase can be calculated from field results in HFSS
[8].
It has been shown that, desired band of antenna radiation over an EBG ground plane, is close to the frequency
region where the EBG surface shows a reflection phase in the range 90º±45º [5]. The 90º±45º criterion is
consistent with the PEC, PMC, and EBG comparison. The PEC has a 180º reflection phase and the dipole
antenna suffers from the reverse image current. The PMC surface has 0º reflection phase and the dipole antenna
does not match well due to the strong mutual coupling. When the EBG ground plane exhibits a reflection phase
in  the  middle,  a  good  return  loss  is  obtained  for  the  dipole  antenna.  For  our  structure  this  frequency  region  is
11.7GHz-16.7GHz and it has been shown in fig.2.

Fig.2 : Reflection phase of EBG structure.
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3. Low profile dipole antenna with EBG ground plane
In wireless communications, it is desirable for antennas to have a low profile configuration. In such a design, the
overall height of the antenna structure is usually less than one tenth of the operating wavelength and a
fundamental challenge is the coupling effect of ground plane [1].
When a PEC surface is used as the ground plane, an electric current is vertical to that plane, the image current
has the same direction and reinforces the radiation from the original current. Thus, this antenna has good
radiation efficiency, but suffers from relative large antenna height due to the vertical placement of the current.
To realize a low profile configuration, wire antenna should be positioned horizontally close to the ground plane.
However, the problem is the poor radiation efficiency because of 180 º reflection phases in PEC. In contrast, the
EBG surface is capable of providing a constructive image current within a certain frequency band, resulting in
good radiation efficiency.
We place  a  dipole  horizontally  over  the  mushroom-like  EBG ground  plane  with  λ ×  λ size.  The  radius  of  the
dipole is set to 0.125mm and the height of the dipole is set to 0.5mm, so the overall height of antenna is 0.06λ.
In order to obtain a resonant condition for a half-wave dipole, the physical length must be somewhat shorter than
a free space half-wavelength [9]. So, to find optimum length of dipole, it has been changed from 0.4λ to 0.5λ and
each time return loss of the antenna was obtained. It has been shown in fig.3 that the best return loss is achieved
by dipole with length of 0.44λ.

Fig.3 : Return loss of dipole antenna with its length varying from 0.4λ to 0.5λ.

For this range of length, the dipole shows a return loss better than -10dB from 12.1GHz to 14.5GHz. Thus, the
input-match frequency band is from 12.1 to 14.5 GHz.

3.1. Simulation Results
As is shown in Fig.4, resonant frequency of antenna with EBG ground plane is 13.1GHz and in this frequency
return loss is -28dB, but when PEC surface is used, the dipole has a return loss of -2.85dB at 12.55GHz.This is
because of 180º reflection phase and reverse image current of PEC surface.
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Fig.4: Comparison of return loss of antenna with EBG and PEC.

In fig.5 radiation pattern of dipole antenna over EBG and PEC ground plane at their resonant frequencies can be
observed. Since the frequency is in band gap region, EBG structure shows high impedance, prevents
surface-wave propagation in ground plane and leads to less wasted power in back lobes. In opposite, we have
radiation increase at desired direction. This increase reaches to 10dB in some direction. As you can see in fig.6,
front to back ratio of radiation pattern of antenna increase from 8.98dB with PEC plane to 13.47dB with EBG.
Fig.6 shows surface current density at resonant frequency. In EBG structure, surface current reduced because of
its frequency band gap.

Fig.5: Radiation pattern of antenna (E-plane and H-plane) over, a) EBG ground plane, b) PEC ground plane.

Fig.6: Surface current density a) EBG, b) PEC.

164



4. CONCLUSIONS
In this paper we discussed about mushroom-like EBG structures as a ground plane for low profile antenna. It is
revealed  that  the  frequency  region  where  the  EBG surface  has  a  reflection  phase  in  the  range  90º±45º  is  very
close to the input-match frequency band. For this designed antenna with EBG ground plan, input-match
frequency band is near 6%.
Simulation results show that using EBG structure as ground plane improve antenna radiation patterns in
comparison with PEC plane, because of surface-wave frequency band gap and reflection phase of EBG surface.
EBG structure causes 25dB reduction in return loss of antenna, improvement of far field radiation near 10dB in
some directions and 4.49dB increase in front to back ratio of radiation pattern.
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Abstract— In this paper the transient responses of some devices which are based on trans-
formation electromagnetics are studied, such as invisible cloaks and concentrators, by using the
Finite-Difference Time-Domain (FDTD) numerical technique. In particular, effects of the inher-
ent losses as well as the coating size of the ideal cylindrical cloak on its bandwidth and cloaking
performance are examined. In addition, it is demonstrated that the performance of transforma-
tion electromagnetics based devices is affected by the material parameters in the design, although
they may behave nicely under monochromatic plane wave illuminations. The obtained results
are of interest for the future practical implementation of these structures.

1. INTRODUCTION

Transformation electromagnetics [1, 2] enables the design of exotic devices for the manipulation of
electromagnetic waves in ways that are not occurring naturally. The most prominent application
so far has been the cloak of invisibility [1], a structure that can be constructed using dispersive
metamaterials [3]. Other design examples include the rotation coating [4], which rotates the ap-
parent position of an object placed inside it, and the ideal concentrator [5], which enhances the
amplitude of external fields in a small region of space. So far, however, such devices have been
mostly studied under single frequency plane wave illumination [6], which effectively ignores their
inherently dispersive nature. For example, the investigation of the cloaking bandwidth has been
very limited in the literature to mostly analytical treatments [7, 8].

In this paper, we examine the transient responses of transformation-based devices. The goal is
to demonstrate their bandwidth performance and better understand the physics involved in their
frequency response. This is achieved using the robust and efficient dispersive radially-dependent
FDTD numerical technique [9]. This numerical modeling method is advantageous compared to the
Finite Element Method (FEM) used in previous works [10], since the transient response and the
operational bandwidth of a device can be easily computed. Dispersive FDTD also self-consistently
includes the frequency-dependent effects of the electric and magnetic components that arise in
resonance-based metamaterial structures.

Initially, FDTD simulations are carried out to obtain the bandwidth of various lossy cylindrical
cloaks, which is found to be strongly dependent on the loss characteristics of the materials. Next,
the bandwidth of an ideal cloak is quantified as a function of the thickness of materials coating
the object. Finally, we demonstrate that devices with more extreme material parameters exhibit
reduced bandwidth. This is shown through comparing the transient responses of the ideal cylindrical
cloak [10], the rotation coating [4] and the ideal concentrator [5]. Although we only present results
from a few example devices here, we expect that these results are generally applicable to other
devices based on metamaterials and transformation electromagnetics.

2. BANDWIDTH OF LOSSY IDEAL CYLINDRICAL CLOAKS

In this section we investigate the bandwidth of the ideal cloak under the effect of losses. For the two-
dimensional (2-D) FDTD simulations presented here, a perfect electric conductor (PEC) cylinder
(the object to be cloaked) is surrounded by an ideal cylindrical cloak. Without loss of generality,
a TM plane wave is incident and only three field components are non-zero: Ex, Ey and Hz. The
ideal cloak is characterized by three radially-dependent parameters given in cylindrical coordinates:
εr, εφ and µz. The computational domain of the infinite (towards the z-direction) ideal cloak can
be seen in Fig. 1(a). The FDTD cell size, throughout the modeling, is chosen ∆x = ∆y = λ/150,
where λ is the wavelength of the excitation signal in free space. The domain size is 850× 850 cells,
or approximately 5.66λ × 5.66λ. The temporal discretization is chosen according to the Courant
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Figure 1: (a) FDTD computational domain of the ideal cylindrical cloak. Time-dependent temporally finite
signals are excited on the source line shown on the left hand side, and recorded on the line segment shown
on the right hand side after averaging over the segment’s length. (b) Comparison of bandwidth performance
of lossy ideal cloaks as a function of the material loss tangent. The performance of a bare PEC cylinder and
the lossless cloak are also shown.

stability condition [11] and the time step is given by ∆t = ∆x/
√

2c, where c is the speed of light in
free space. Throughout the paper the devices are designed to have an operating frequency of f = 2
GHz, where the free space wavelength is λ ' 15 cm.

The electromagnetic parameters of the ideal cloaking structure, in cylindrical coordinates, are
given by [10]:

εr(r) =
r − R1

r
, εφ(r) =

r

r − R1
, µz(r) =

(
R2

R2 − R1

)2 r − R1

r
(1)

where R1 is the inner radius, R2 the outer radius and r an arbitrary radius inside the cloaking
structure. When the parameters have dispersive values, they are mapped using the Drude dispersion
model: ε̂(ω) = 1 − ω2

p

ω2−jωγ , where ωp is the plasma frequency and γ is the collision frequency
characterizing the losses of the dispersive material. The frequency-dependent material parameters,
denoted with a hat ( ˆ ), are the ones implemented in the FDTD algorithm. These should be
clearly distinguished from the design parameters of the device (Eq. (1)), which are valid at a single
frequency only. Furthermore, the parameters can have non-dispersive values, and in that case they
are simulated with a conventional dielectric/magnetic model: ε̂(ω) = ε+ σ

jω , where ε is the radially-
dependent parameter and σ is the electric or magnetic conductivity. A detailed description of the
radially-dependent dispersive FDTD algorithm employed to model the ideal cloak can be found in
[6, 9].

In the case of Drude model mapping of the material parameters, a lossy parameter can be
presented in an alternative way: ε̂ = ε(1 − j tan δ), where the parameter ε is dependent upon the
radius of the device and tan δ is the loss tangent of the lossy material. If the previous formula is
substituted in the Drude model and tan δ is assumed constant, the radially-dependent plasma and
collision frequencies are obtained: ωp(r) =

√
(1 − ε)ω2 + εωγ tan δ, γ(r) = εω tan δ

(1−ε) . Similarly, the
conductivity of the conventional dielectric/magnetic model is given by (using ε as an example):
σ(r) = εω tan δ, which is again function of the radially-dependent parameter ε.

The lossy ideal cylindrical cloak is simulated with the proposed FDTD technique. The device is
excited with a plane wave pulse centered at 2 GHz confined in a broadband Gaussian envelope with
a Full Width at Half Maximum (FWHM) bandwidth of 1 GHz. The dimensions of the cloaking
structure are R1 = 2λ

3 and R2 = 4λ
3 in terms of the free space wavelength. The Total-Field

Scattered-Field (TF-SF) technique [11] is used for the FDTD computational domain throughout
this paper in order to excite the plane waves. The magnetic field values Hz are spatially averaged
along a parallel to the x-axis line segment, approximately equal to the length of the domain, as
shown in Fig. 1(a). The transmitted Fourier spectrum is then retrieved from the time-dependence
of the averaged field signals, which is next divided by the spectrum of the input pulse, yielding the
transmission amplitude as a function of the frequency.
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Figure 2: (a) FDTD computational domain of the ideal cylindrical cloak. Time-dependent temporally finite
signals are excited on the source line shown on the left hand side, and recorded on the line segments shown on
the right hand side after averaging over the segment’s length. For each of the three cloaks shown, the fields
are averaged over a different line segment, with a length equal to each cloak’s diameter. (b) Comparison
of bandwidth performance of lossless ideal cloaks with different thicknesses. The frequency response of the
broadband source pulse onto a bare PEC cylinder is also shown.

The cloaking bandwidth for five different values of the loss tangent (tan δ) can be seen in Fig.
1(b). The case of the lossless cloak is also included in this graph, which is shown to peak at 1 at the
operating frequency of 2 GHz: this confirms the operation of the ideal cloak at its design frequency
as the signal amplitude is fully restored. The scattering amplitude of the bare PEC cylinder is also
included in the graph, with an amplitude around 0.8 and relatively independent from frequency.
Thus, the bandwidth of the ideal lossless cloak, defined through the range of frequencies where
the transmitted field amplitude is higher than the field amplitude transmitted without a cloak, is
estimated to be approximately 11.5%.

It is observed that the transmission amplitudes for cloaks that have increasingly higher loss
tangents are dropping rapidly. This occurs over the whole frequency range for all the lossy cloaks.
The cloaking effect ceases to exist when the losses are higher than tan δ ≥ 0.05, which is actually
a typical loss value for metamaterial structures close to the resonance [12]. Thus, a practical cloak
will require very low loss factors in order to provide any useful type of cloaking. It is worth noticing
that such inherent losses will impose qualitatively similar performance constraints on the majority
of transformation-based structures. Finally, the results indicate that the cloak can work as a good
absorber for loss values of tan δ ≥ 0.05, as was explored in our previous work [13].

3. BANDWIDTH OF IDEAL CYLINDRICAL CLOAKS WITH VARYING THICKNESSES

In this section, we are interested in the dependence of the bandwidth on the size of the ideal cloak.
In principle, the thickness of the cloaking coating can be arbitrary, since the parameters R1 and
R2 in Eq. (1) can be freely chosen as long as R2 > R1. For any given pair of R1 and R2, the cloak
will operate perfectly under plane wave illumination that matches the device’s operating frequency
(which is determined by the resonant frequency of the device’s metamaterial elements), as long
as the material parameters satisfy Eq. (1). However, thinner cloaks with R2 ' R1 require more
extreme material parameters in order to operate, because the denominators of εφ and µz in Eq.
(1) are becoming arbitrarily small as R2 → R1. Similarly, thicker cloaks with R2 À R1 require
more relaxed values for these parameters. These differences, effectively undetected by a perfect
plane wave, are expected to materialize when the ideal cloak interacts with more broadband pulses:
thinner cloaks should operate over narrower bandwidths.

Similarly to the method outlined in the previous section, the transmitted field amplitude is
recorded, when a 1 GHz-wide Gaussian pulse centered at 2 GHz impinges on a bare metallic object
with radius R1 = 2λ

3 . Three different FDTD scenarios are investigated, where the object is coated
with an ideal lossless cylindrical cloak that extends up to the outer radius R2, which can take the
values 1.5R1, 2.0R1, or 4.5R1. The computational domain is the same as before and the three
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modeling scenarios are depicted in Fig. 2(a). The magnetic field values Hz are recorded at a
tunable area, which scales with the size of the cloaks, as it is graphically depicted in Fig. 2(a).
In order to make fair comparisons between the transmitted spectra for the different-sized cloaks,
the fields for each device are averaged along a different line segment, as shown in Fig. 2(a). In all
cases the averaging line segment is positioned 1.5λ away from the outer cloaking shell, while the
segment’s length is equal to the diameter of each device.

The transmission amplitudes of cloaks with three different sizes are reported in Fig. 2(b).
It is indeed verified that thicker cloaks have less extreme material parameters and thus wider
bandwidths. The thicker cloak with R2 = 4.5R1 has a bandwidth equal to 13.2%, broader than
the thinner cloaks with thicknesses R2 = 2R1 and R2 = 1.5R1, which have bandwidths equal to
12.1% and 9.8%, respectively. From a physics perspective, thicker cloaks allow the wavefronts to
bend less inside the cloaking coating, thus requiring more moderate values of material parameters.
On the other hand, the cloak is becoming less attractive in terms of application and less practical
in the design as its size is increased. Ultimately, a higher number of discrete concentric layers of
metamaterial structures might be required to construct the device, thus leading to imperfections
in the cloaking operation.

Note that a secondary smaller peak appears in the transmission spectra of the thick cloak
(R2 = 4.5R1) close to the frequency of 1.1 GHz. This peak is attributed energy accumulation due
to the interference pattern of the transmitted field at the monitoring point. It does not imply a
cloaking effect since it depends on the distance between the device and the averaging line segment.

Finally, it should be noted that if the arguments presented in this section are reversed and
dimensions of the object is know in prior, then by monitoring the transmission of broadband pulses
one could detect not only the presence of an ideal cloak in the direction of propagation of the pulse,
but also determine its exact size through monitoring the off-frequency field amplitude.
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Figure 3: Comparison of the bandwidth performance of different transformation-based devices. The bare
PEC cylinder performance is also included.

4. BANDWIDTH COMPARISONS OF TRANSFORMATION-BASED DEVICES

In this section, the bandwidth performance of different transformation-based cylindrical devices
is compared. Specifically, the cylindrical ideal cloak [10], the rotation coating [4] and the ideal
concentrator [5] are modeled with the radially-dependent FDTD technique. Two different rotation
coatings are modeled: one that rotates the fields inside the core by an angle of π/2 and one that
rotates the fields by π/10. All the devices are lossless.

Cylinders of different materials are placed inside the inner core of these devices. The core
of the ideal cloak is a PEC cylinder, as discussed previously. The rotation coatings have a free
space core to achieve unperturbed propagation of the electromagnetic radiation. Finally, inside the

concentrator a magnetic material is placed with permeability µz =
(

R2
R1

)2
in order to comply with

its proposed design material values given in [5] for the given polarization examined here.
The computational domain is the same with the one in section 2, as shown in Fig. 1(a). The

dimensions of the inner core and outer shell for all the devices are chosen to be the same, equal to
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R1 = 2λ
3 and R2 = 4λ

3 , for better comparison of their performance. The transmission amplitude
for an incident broadband pulse is calculated in the same way as in section 2 for each device
independently and the results are shown in Fig. 3.

By comparing the bandwidths of the various devices, we observe that the rotator with the
large rotation angle has the narrowest bandwidth, followed by the ideal cloak. The two most
broadband devices are the concentrator and the rotator with the small rotation angle. These
differences are attributed to the material parameters where more dispersive values are required.
For example, the rotator with the large rotation angle imposes larger bending onto the incoming
electromagnetic wavefronts, thus requiring more extreme material parameters. Moreover, for the
cases of the concentrator and the rotators, these devices allow wave propagation through their
inner cores, and, hence, require less bending of the electromagnetic waves in comparison to the
ideal cloaks. Note that the ideal concentrator can also be regarded as an ideal, more broadband,
cloak, where the fields can penetrate its core, similar to the plasmonic cloaking devices proposed
in [14].

5. CONCLUSION

The transient responses of transformation-based devices are numerically studied with a robust
radially-dependent dispersive FDTD technique. The operational bandwidths of an ideal concen-
trator and a rotation coating is presented, leading to a better understanding of these metamaterial
devices. Moreover, the inherent losses of the resonating metamaterial structures are exploited, and
are found to cause distortions in the frequency response of the ideal cloaking structure. Hence,
metamaterials with minimum loss factor have to be constructed, prior to the practical implementa-
tion of transformation-based devices. Finally, it is shown that thicker cloaks have wider bandwidths
because they require more moderate anisotropic material parameters.
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Abstract – We report FDTA simulation results demonstrating that the optical phase 
change of surface plasmon polariton-assisted transmission through nanohole arrays in a 
gold film undergoes a sharp change under resonant conditions. The phenomenon can be 
explained by various resonant modes between the nanoholes. We further explore the 
possibility of using this effect for phase-sensitive surface plasmon resonance biosensing 
applications. 
 

Index Terms – extraordinary optical transmission, surface plasmon resonance, phase 
interrogation. 

 
I. INTRODUCTION 

 
Surface plasmon resonance (SPR) sensors are widely used in biomedical and biochemical 
research for the characterization and quantification of binding events [1-3].  One important 
reason that SPR sensors have become a powerful analytical tool is their capability for real-
time measurement with high detection sensitivity. They also have the ability to quantitatively 
detect interactions between biomolecules. Traditional SPR devices generally operate in total-
internal reflection mode using the Kretschmann configuration [1]. These devices for 
extracting information from SPR are primarily concerned with analyzing the reflected light 
within the resonant reflectance dip. Recently, research attention in SPR sensing has shifted to 
measuring the SPR phase shift [4], because the resonant phase behavior exhibits a steep jump, 
which leads to potential in achieving extremely high sensitivity. In contrast, Kretschmann 
configuration requires special incidence angle to realize high sensitivity and the probe area 
also is quite large. 
 
In this paper, we report simulation analysis of the change associated with will plasmon 
polariton-assisted transmission and demonstrate that a periodic square array of sub-
wavelength holes on gold films can be utilized as a SPR phase sensor. SPR-based phase 
sensors that operate in transmission geometry can be established for ultrathin gold island 
films and nanoparticles immobilized on glass. Phase detection is used instead of intensity 
detection in order to realize even high sensitivity. This novel sensor operates in transmission 
mode, allowing for a simpler collinear optical arrangement and providing a smaller probing 
area than the typical Kretschmann configuration.  

 
II. PRINCIPLE OF THE PHASE SENSOR 

 
As schematically shown in Fig. 1, the extraordinary optical transmission effect may be 
separated into two contributions. The first one corresponds to the direct transmission of 
incoming field through the holes, i.e. the Bethe-type diffraction regime and the transmission 
coefficient presented by TBethe. This component is wavelength dependent and proportional to 
an identity matrix. The second contribution, with the transmission coefficient described by 
TPlasmon, corresponds to the resonant part of the transmission matrix and is related to the 
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plamonic effect. In the present case, TPlasmon is the main item that provides the phase change in 
our device. This resonant transmission process may be described by a four-step process. (i) 
The incident plane wave is converted into a surface wave at a given point scatterer. Normally 
the scatterer is the edge of the nanohole array. (ii) The surface wave propagates on the surface 
of the hole array and builds up several constructive interference modes according to the 
propagation distance. (iii) The surface wave is coupled into one of the holes and goes back 
and forth several times inside, thus resulting in some constructive interference effect. (iv) The 
surface waves within the hole array also produce constructive interference between them, and 
some energy will re-emit from the system as a plane wave. This four-step process indicates 
that when the effective refractive index of the dielectric on the surface of the metal 
experiences some change, the resonance parameters will also shift accordingly, thus leading 
to a sharp change in the phase of the radiation that drives the resonance. Therefore maximum 
change of the phase should occur near the resonant region, while the resonance parameters 
are dependent on the choice of hole periodicity, shape and size of the holes and thickness of 
the metal. 

 
Fig. 1. Cross-section of nanohole structure 

 
The above structure is a multi-resonance system. Even the resonance in the steps (ii) and (iii) 
is not prominent due to the change of effective refractive index of the dielectric, the 
constructive interference condition in step (iv) is always satisfied. The detailed explanation is 
as follows. Assuming there is an incident light Ea scattered at hole a, after passing through a 
distance of one hole period (d) and one hole depth (h),  the generated surface plasmon at last 
re-emit as Ta(1) from the adjacent hole b. The same process occurs for Eb , which is scattered 
at hole b and re-emit as Tb(1) from the adjacent hole c or a. The same process is for Tc(1) , Td(1) 
and so on. Because Ta(1) , Tb(1) , Tc(1) ,⋯ have the same phase, they form constructive 
interference. The surface plasmon generated at hole a can also re-emit from hole c as Ta(2) 
after passing through two hole period (2d) and one hole depth (h). The same process is for 
Tb(2), which comes from hole b and re-emit at hole d. Therefore, Ta(2) , Tb(2) ,⋯ also have the 
same phase, they form constructive interference too. From the above analysis, we conclude 
that the surface plasmon passing through m0 hole periods with a distance m0 * d and going 
back and forth n0 times inside a hole with a distance (2n0-1) * h will always result in 
constructive interference and form a plane wave, so the electric field of the generated plane 
wave in the far-field can be expressed as: 
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where E0 and E are the amplitude of the incident plane wave and the transmitted plane wave 
respectively. φ is the phase of the transmission light in the far field.ω is the angle frequency 
of the incident light. Tm0n0 is the amplitude transmission coefficient of corresponding 
mode.φ0 is the phase item that includes the initial phase of the source, the phase change from 
source to the front surface of the device and the phase change from the device to the point in 
the far field. k1 and k2 is the propagation constants of the surface plasmon on the front surface 
of the metal film and in the hole respectively. We can just approximately calculate the k1 and 
k2 by assuming metal and aqueous medium are infinite, i.e. 
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where εmetal is the permittivity of the metal, and εeff is the effective permittivity of the 
dielectric containing receptors, target molecules and water. Therefore, if we neglect high 
mode due to their week amplitudes, the far-field equation can be simplified as  
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Therefore if the effective refractive index of the dielectric εeff is changed, the phase of the 
transmitted light will also shift accordingly. 
 

 
 

Fig. 2. Proposed optical setup for SPR phase shift measurement 
 
Fig. 2 shows a proposed phase interrogation scheme based on a heterodyne interferometric 
system, which offers the benefits of detecting time-varying signals only and high noise 
rejection capability upon using long integration time. A typical heterodyne interferometer 
uses an acousto-optic modulator to impose a frequency shift in the input laser beam. When 
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the frequency-shifted reference beam interferes with the signal beam, the phase of the beat 
frequency, which may be readily measured by the lockin technique, will provide the phase 
reading introduced by the sensor device. In other words, when the device is used as a 
biosensor and target receptor molecules in the sample solution are immobilized on the 
nanohole sensor surface that has been functionalized by the conjugate ligands, the resultant 
refractive index change will shift the optical phase of the plasmon polariton-assisted 
transmission accordingly. The heterodyne interferometer will then process the optical beams 
and produce the required phase reading as desired. 
  

III. SIMULATION RESULTS AND DISCUSSION 
 
FDTD Solutions (Lumerical Solutions, Inc) with minimum 2 nm mesh size is used to study 
the device structure proposed in Fig. 1. We have performed a series of simulation experiments 
by varying the hole size and array periodicity in order to find the optimized device parameter. 
It was found the optimal dimensions of nanohole structure are: 100nm for hole width, 
427.6nm for hole period and 109nm for hole depth, with the holes being square ones. While, a 
number of plots have been generated in the optimization process, we report the important one 
for showing the resonant nature of the system. For this point, Fig. 3 shows the variation of 
phase change versus hole periodicity in silver and gold films. 
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Fig. 3. Variation of phase change versus square hole periodicity. 

 
In Fig. 4 we also show the intensity distribution of electromagnetic field intensity in the near-
field using the optimal parameters for nanoholes in gold films. The intensity is shown on a 
logarithmic scale and the source power propagates in the direction of –Z. 
 

 
  Fig. 4. Logarithmic intensity distribution in near-field 
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If the device is used as a bisensor, i.e. when bio-molecules are immobilized on to nanohole 
surface, the effective refractive index of the surface layer will increase, the phase of the 
transmitted light will shift. Simulation results shown in Fig. 5 confirms that this will take 
place the device is capable of being used as transmission based biosensor. 
  

 
Fig. 5 Relation between effective refractive index of sensor layer and phase of transmitted 

light 
 
Simulation result shows that when the refractive index changes from 1.33 to 1.50, the phase 
has changed by 59°as shown in Fig. 5. For a signal power Ws of 2.5µW (Assuming that the 
power of the incoming beam is 0.25mW and the transmission coefficients are 1%, although 
simulation results indicate that the transmission coefficients are 1.7509% and 1.3233% for 
silver and gold respectively.) and a bandwidthΔf of 1Hz, we findδxN =0.0213pm. Therefore, 
the detection resolution is 1.93×10-6 degree. The predicted sensitivity limit of an optimal gold 
device and an optimal silver device are 6.33×10-9 RIU and 4.37×10-9 RIU respectively [5].  
 
It is clear from Fig.5 that the arrays of sub-wavelength holes on gold act as a highly sensitive 
sensor to the detection of molecular adsorption. Similarly to other SPR configurations, the 
good sensitivity to surface binding is the result of the tightly confined SP mode [4]. It is 
precisely this SP mode that allows for the enhanced transmission resonance in the arrays of 
nanoholes. The measured sensitivity of these arrays to refractive index variation is 
comparable to those calculated for a grating-based SPR sensor.  The absolute sensitivity is, 
however, smaller than that obtained by fixed-angle SPR using the Kretschmann 
configuration. The advantage of using the nanohole array is that it provides a smaller sensing 
probe (given by the surface area of the array). Consequently, the analytical response is 
generated by a smaller absolute number of molecules and leads to better spatial resolution 
than typical SPR devices. The transmission geometry is also advantageous for device 
implementation because it allows for easy optical alignment.  
 

IV. CONCLUSION 
 

In summary, we have performed FDTD analysis on the phase change associated with plasmon 
polariton-assisted transmission in nanohole arrays and its application SP-based phase sensors 
for the adsorption of biomolecules. The monolayer sensitivity of this substrate is comparable 
to other SP systems. The array of sub-wavelength holes investigated here are only a few 
micrometers in length, and the detection was made in transmission mode. These features 
render this substrate ideal for miniaturization and integration as detection systems in 
microfluidics architectures and lab-on-chip devices. 
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Abstract- Bimetallic islands films consisting of composite Au-Ag nanoparticles are deposited on glass 

substrates by electron beam evaporation. Broad tuning of the surface plasmon resonance (SPR) 

characteristics can be achieved by controlling film composition, deposition temperature and 

post-deposition thermal annealing. Optical and structural characterization of the samples enables to 

establish the link between the SPR and the morphological and compositional characteristics of 

nanoparticles. 

 

1. INTRODUCTION 

Gold and silver are the most widely used metals for nanoparticle-based plasmonic applications, such as chemical 

and biological sensing, luminescence enhancement or photovoltaic efficiency increase. Tuning of the SPR is 

usually achieved by controlling the size, shape and spatial arrangement of nanoparticles. Further tuning of the 

SPR over a wide energy range can be obtained using Au-Ag bimetallic nanoparticles, either as core-shell or as 

alloyed structure1. A simple way to obtain Au-Ag nanoparticle systems is deposition of metals islands films. 

These films can be considered as two-dimensional ensembles of metal clusters and are one of the most 

easy-to-prepare cases of nanostructured matter, as they can be obtained during the first stage of evaporation 

process. Recently, metal islands films have been used as building blocks for photonic and plasmonic structures2. 

Typical growth of metal islands films results into broad distribution of size and shape of particles that can be 

partially controlled by the deposition conditions and post-deposition treatments.  

In the present work we study the optical properties of Au-Ag metal islands films deposited on glass substrates by 

electron beam evaporation. The influence of composition, deposition temperature and post-deposition annealing 

treatment is analyzed using spectrophotometry and spectroscopic ellipsometry for optical characterization, while 

the structural properties of the islands are determined using grazing-incidence small-angle x-ray scattering 

(GISAXS). The results illustrate the strong correlation between optical and structural properties of the islands 

and evidence the possibility to widely tailor the SPR of these systems.   

 

2. EXPERIMENTAL 

Metal islands films consisting of Au-Ag particles were deposited on 1 mm thick BK7 glass substrates by 

electron beam evaporation in a Varian 3117 deposition chamber. The Au-Ag films were deposited by the 

subsequent deposition of few nanometers of Ag and of Au. Due to the poor wetting of metals on glass substrate, 

the films follow an island-like growth mechanism (Volmer-Weber growth) rather than forming a compact film3. 

Films with different Ag/Au composition were deposited with the following mass thickness (in nanometers): 2/6, 

4/4 and 6/2. Films were deposited on substrates at room temperature (Td = 25 °C) and pre-heated at Td = 220 °C. 

177



After deposition, samples were annealed 20 minutes at 350°C in air in a Lindberg/Blue M furnace.  

The surface plasmon resonance was characterized with photometric measurements (reflectance and 

transmittance at near-normal incidence) with a Perkin Elmer Lambda 25 spectrophometer in the range 

300 nm – 1100 nm. Ellipsometric measurements were performed at different angles of incidence (45°, 55°, 65°) 

in the range 300 nm – 2200 nm with a J. A. Woollam V-VASE spectroscopic ellipsometer. Fitting of the 

ellipsometric data allows determining the effective optical constants and thickness of the islands film. A multiple 

oscillator approach was used to represent the dispersion of the optical constants of the films. GISAXS 

measurements were carried out at the Austrian SAXS beam line at the Synchrotron ELETTRA in Trieste (Italy), 

using 8 keV X-ray photon energy (λ = 0.154 nm). The GISAXS intensity curves are obtained from the scattering 

pattern recorded by a two-dimensional charge-coupled device (CCD) sensitive detector. A motorized Al beam 

stop was positioned perpendicularly to the sample surface to reduce the transmitted and specularly reflected 

beams. The samples were mounted on a stepper-motor-controlled tilting stage with a step resolution of 0.001o 

and measured at the chosen grazing angles. 

  

3. RESULTS AND DISCUSSION  

For all the samples, spectrophotometric measurements show strong optical extinction in the visible spectral 

range that can be associated to the surface plasmon resonance of islands (Figure 1). Additional absorption was 

observed in the UV spectral range that can be associated to the electronic interband transition of Au and Ag. As 

deposited samples show a broad SPR that, in general, becomes narrower and blue-shifted upon thermal 

annealing (Table 1). This change is more evident for the islands films deposited at room temperature.  

      

Figure 1. Optical losses of metal islands films 

deposited at room temperature with Ag/Au ratios 6/2 

(black line) 4/4 (red line) and 2/6 (blue line): as 

deposited (a) and after thermal annealing (b).  

 

Figure 2. Effective absorption coefficient obtained 

from ellipsometric measurements for the films 

deposited at 220 °C with Ag/Au ratios 6/2 (black line) 

4/4 (red line) and 2/6 (blue line): as deposited (a) and 

after thermal annealing (b).  

 

The effective optical constants of the islands films extracted from spectroscopic ellipsometry agree with the 

results from spectrophotometry (Figure 2). In order to fit the ellipsometric data, two oscillators are required to 

model the SPR for the as-deposited samples while only one oscillator is necessary for the annealed samples. This 

double-peak structure of the SPR for the as deposited samples has been previously associated to a core-shell 

structure (one peak associated to the core material and the other to the shell material)4,5. Upon annealing, 

alloying of the particles takes place, leading to a single-peak SPR6,7.  
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GISAXS scattering patterns reveal that the film is composed of nanometric clusters distributed at the sample 

surface, as shown by the presence of two lobes of scattered light symmetric with respect to the incidence angle. 

For the annealed samples the intensity of the scattered light is more concentrated at smaller angles, suggesting 

that the particle size increases upon annealing. An estimation of the particle size can be done in terms of the 

so-called Guinier approximation, that gives the particle radius in the direction perpendicular (RV) and parallel (RH) 

to the sample surface from analysis of 1D intensity distributions in the two characteristic directions parallel and 

perpendicular to sample surface (Table 1)8. In addition, the average interparticle distance (D) can be estimated 

from the position of the maximum of scattered light8. As observed previously in metal islands films9, samples 

deposited at room temperature show a more elliptical shape and smaller size than those deposited at hot 

substrates. Upon annealing, particle size and interparticle interaction increases, indicating the particle growth.  

 

Figure 3: GISAXS intensity patterns (logarithmic scale) for the Ag/Au film deposited at 220 °C with 

composition 2/6: as deposited (a) and after annealing (b). α and 2θ are the scattering angles in the direction 

perpendicular and parallel to the islands film, respectively. 

 

The results show a strong interplay between the islands composition and shape and the observed optical 

properties. Thus, while the SPR of the films deposited at hot substrates is red-shifted with higher Au content, this 

trend is not observed for the films deposited at room temperature. In this case, the SPR peak appears to be more 

correlated with the degree of sphereicity of the islands than with the Au content. Indeed, islands films deposited 

at cold substrates have a small aspect ratio (RV /RH) that strongly affects the SPR9.  

Upon thermal annealing, SPR red-shift with higher Au content is observed for films deposited at both, room 

temperature and hot substrates. In this case, the SPR is well defined as a single and narrow peak that indicates 

the particle alloying. For single-material islands films, increase of annealing induces increase of particle 

sphereicity and consequent blue-shift of the SPR9. In several of the samples studied here, the islands become 

more elliptical after annealing. This shape change can compensate the blue-shift due to alloying and even result 

in a red-shift of the SPR respect of the as deposited films, as observed for the films with higher Ag content 

deposited at hot substrates. Since Ag islands grow more spherically than Au, alloying of Ag-Au islands may 

result in a more elliptical shape than the original core-shell particle, especially if the Ag core is close to spherical, 

as expected for the samples deposited at hot substrates. 
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Td Treatment Ag/Au RV (nm) RH (nm) D (nm) t (nm) SPR max (nm) 

25 °C As 

deposited 

2/6 4.1 6.5 21.3 7.1 781 

4/4 3.4 6.9 21.4 7.8 860 

6/2 4.2 7.7 22.8 7.9 683 

Annealed 2/6 10.5 17.5 53.3 16.1 519 

4/4 11.6 15.2 45.6 14.2 506 

6/2 9.1 15.5 45.3 11.5 477 

220 °C As 

deposited 

2/6 6.9 10.9 29.1 10.4 568 

4/4 8.3 11.8 29.7 11.6 522 

6/2 9.3 10.7 29.1 13.1 494 

Annealed 2/6 9.9 13.3 36.6 13.1 537 

4/4 10.2 15.1 41.3 12.0 523 

6/2 9.4 14.5 39.1 11.8 504 

Table 1: Summary of results from GISAXS analysis (vertical radius RV, horizontal radius RH
 and interparticle 

distance D) ellipsometry (thickness t) and photometric measurements (SPR wavelength) for the studied samples. 

4. CONCLUSIONS 

The optical and structural properties of bimetallic Ag/Au islands films obtained by electron beam evaporation 

have been determined. A strong interplay between the SPR properties and the islands shape and composition is 

observed. As required for many plasmonic applications, the SPR of these systems can be widely tuned 

depending on the deposition conditions and post-deposition annealing treatments.  
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Abstract 

The current paper presents an overview of the physics of the negative refraction. It derives 

Abbe invariant for media with positive and negative refractive index. It also develops a 

formula to calculate the distance to the image and a formula for the magnification given by 

the various superlenses. We introduce a schematic diagram of "superfocuser", 

"supermicroscope" and "superspectrograph" - devices based on materials with negative 

refraction. We also evaluate the magnification given by superlenses installed in the 

superfocuser and supermicroscope and calculate linear dispersion of the superspectrograph. 

 

1. INTRODUCTION  
 The history of negative refraction goes a long way back. In 1944, L.I. Mandelstam in his lecture 

spoke about negative refraction occurring at the plane boundary between two media, one of which may be 

subject to waves with negative group velocity [1]. Still earlier, in 1904 Lamb wrote about the negative 

group velocity for acoustic waves [2]. In 1967, UFN published an article by V.G. Veselago, that proved 

that the substances with simultaneously negative permittivity and permeability possess a negative 

refractive index [3]. Over a long period of time it was impossible to observe the negative refraction of 

waves at the interface. In 2000, David Smith along with his colleagues from the University of California 

created a material with a negative refractive index, and conducted an experiment that confirmed negative 

refraction at microwave wavelengths [4]. 

 

2. PHYSICS OF NEGATIVE REFRACTION 

 We are now going to focus on the physics of the phenomenon of negative refraction. In fact, the 

negative refraction of waves at the interfaces occurs as a consequence of negative group velocity in one of 

the adjacent media. The article by V.M. Agranovich and Yu.N. Gartstein gives the following proof of this 

assertion [5]. 

 A plane sinusoidal wave incident at angle ϕ  to the plane section y = 0 is given by the equation:   
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Reflected and refracted waves are described by the equations:  

 

 

{ ( sin ' cos ')}

{ '( sin cos )}

i t k x y

i t k x y

E e

E e

ω ϕ ϕ

ω ψ ψ

− −

− +

=

=
 (2)  

 

The laws of reflection and refraction arise from the boundary conditions on the plane y = 0:  
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The last equality is satisfied at angles 0ψ >  and 0ψ < . If the wave refracts at angle 0ψ < , the phase 

velocity is directed opposite to the group velocity. Algebraic value of wave vector for incident and 

refractive waves are  k n
c

ω
=  and ' 'k n

c

ω
=  correspondingly.  Accordingly Snell's law takes the shape: 
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 sin 'sinn nϕ ψ=  (4) 

 

From (4) we can conclude, that if  0ψ < , refraction index n' should be negative. The refraction of waves 

at angles 0ψ >  and 0ψ <  is illustrated in Figure 1. 

 
Fig.1. Reflection and refraction at the interface of two media with positive and negative refractive 

index. 

 

3. ABBE INVARIANT 
 Let us derive Abbe invariant under the refraction of light on the spherical surface of the medium 

with a positive and a negative refractive index [6]. Suppose that we have two media, separated by a 

spherical surface S, whose centre O lies on the line LL'. A point source is located in point L, and the 

image is created in point L '.  

 

              

Fig.2. Refraction of waves on the spherical surface of the medium with positive and negative 

refraction. 

 
Figure 2 shows the variation of the beam (LAL'). Let us consider a paraxial beam, therefore 

L LS,   L 'A L'S.А � �  From ALO∆ and 'AL O∆ , according to  the law of sines, we get the following 

relations for the parties:  
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It follows that:  
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The minus comes from the fact that ψ here is the absolute value of the angle. We are going to measure all 

the segments along the axis from point S, considering the segments, laid off from S to the right to be 

positive, and the ones laid off to the left to be negative. Let R be the radius of the spherical surface, 

1 2( ),a a−  - the distance from O to L and L '. Then  
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Substituting the expressions for the distances from (7) in (6), we get 
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In that manner we deduce Abbe invariant:  
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1 1 1 1
( ) ( )Q n n const
a R a R

= − = − =  (9) 

 

Note that in the case of a flat interface ( )R = ∞  Abbe invariant takes the simplified form:  
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Abbe invariant presupposes, in particular, that the distance to the image is equal to:  
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In the case of a flat interface (11) is equal to the following relation:  
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4. MAGNIFICATIONS OF SUPERLENS 
 The formula for the magnification of superlens can be derived in the following way. Let us consider a 

superlens with a flat and concave surface (Fig. 3).  

 
Fig.3. Magnification of an image given by a superlens.  

 

The image AB is converted into the image A'B'. The triangles ABO∆ and ' 'A B O∆  are similar and, 

therefore 
' ' 'A B A O

AB AO
= , in our notation 1 2,   'AO R a A O R a= − = − . The distance is measured from 

point S with regard to signs, and the superlens magnification can be calculated by the formula: 
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In addition, in the paraxial optics, the magnification can be calculated by the formula: 

 

 2 1

1 2

a n
V

a n
=  (14) 

 

5. OPTICAL DEVICES BASED ON MATERIALS WITH NEGATIVE REFRACTION 
 A number of various optical devices can be constructed using materials with negative refraction. Below 

are schematic diagrams of some of them.  

 

5.1. SUPERLENS 

 A superlens performs the same function as the normal lens - allows you to obtain an image of an object.  

It is worth mentioning that the magnification given by a plane-parallel superlens is equal to unity. Below 

is the relevant calculation.  

 2 1 2 1
1 2
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'
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V VV
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Here we used relations (10) and (14). A schematic diagram of the superlens is shown at Figure 4.  

 

 
Fig.4. The image given by a plane-parallel superlens. 

 

5.2. SUPERFOCUSER 
  A superfocuser provides a reduced image of the object. A schematic diagram of the setup is shown 

in Figure 5.  

 
Fig. 5. The scheme of a superfocuser. 

 

From Fig. 5, we deduce that 1 20,   ' 0,  0 < ' < R a a R> < . Therefore  
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Thus, the magnification given by a superlens set on a superfocuser is, as expected, less than unity. 
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5.3. SUPERMICROSCOPE 
 A supermicroscope is designed to produce magnified images of small objects. A schematic diagram 

of the device is shown in Figure 6.  

 
Fig. 6. The scheme of a supermicroscope. 

 

The difference between a conventional microscope and a supermicroscope is in the presence of a 

superlens, which can magnify the object under study, the dimensions of which are smaller than the 

wavelength of radiation used to study the object. From Fig.6, we deduce that 10,   ' 0R a R< < < , 

2' 0a > . We conclude that a superlens installed in the supermicroscope, gives the magnification  
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The closer is the image of the object to the center on a spherical surface, the greater is the magnification.  

 

5.4. SUPERSPECTROGRAPH 

 A superspectrograph is used to register the emission spectrum. A schematic diagram of the setup is 

shown in Figure 7. 

 
   

Fig. 7. The scheme of a superspectrograph. 
 

The advantages of this superspectrograph are its small size and simplicity of design.  

The calculation of rhe superspectrograph dispersion using the electron theory of dispersion leads to the 

following acceptable result:   
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4. CONCLUSIONS 
 In this term paper we disclosed the physics of negative refraction, obtained Abbe invariant for the 

media with positive and negative refraction, calculated the magnification of the superlenses and the linear 

dispersion of the superspectrograph.  
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 In conclusion, we note that the devices based on media with negative refraction have certain 

advantages over conventional optical devices, the advance in this area capable of bringing about 

improvements in people’s lives. That is why today this field of science is rapidly developing - scientists 

from different countries are trying to create a medium with negative refraction in the optical range.  
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Abstract— A new realization of cylindrical meta-waveguide is proposed. The guide is a metallic
cylinder loaded azimuthally with conducting rods short-circuited to the outer cylinder. It can
be simplified to a planar periodically cascaded coupled-lines. However, the actual circuit is
described in cylindrical coordinates as screw or helically periodic structure. The dispersion
relation was obtained from the circuit model and from the actual structure using EM simulation,
with a good agreement between both. An 8-cell structure was simulated to show the overall
guide transmission characteristic. The major advantage of this new guide is that it does not
contain any dielectrics, which makes it favorable in applications involving electron beams such
as Backward Wave Oscillator BWO, Gyrotron BWO, and Cherenkov backward wave detector.

1. INTRODUCTION

Left-Handed LH transmission lines and waveguides are the 1D version of metamaterial [1], where
the guided wave has opposite phase and group velocities. So, they are also named backward wave
transmission lines. They are usually realized on conventional Right-Handed RH lines using series
capacitors and shunt inductors [2]. Hence, they exhibit RH characteristic on a portion of their
operating frequency and a LH characteristic on another portion, and so they are named Composite
Right/Left-Handed CRLH transmission lines [1]. They can be realized using lumped or semi-
distributed elements [3]. Coupled lines have been also employed to achieve the CRLH transmission
lines [4, 5, 6]. The LH waveguide version has been realized using dielectric filled corrugations in
rectangular waveguide and named mataguide or meta-waveguide [7].

In this paper, a CRLH circular meta-waveguide that have the first (dominant) mode propagating
as a backward wave or LH, is realized by periodically loading a circular waveguide with coupled
lines. The loading is done by azimuthally placement of conducting rods close to the circular guide
surface. These rods act as coupled lines and the outer conducting cylinder as ground.

This paper is organized as follows: section 2 presents the equivalent circuit of the short-circuited
ideal coupled lines, and their dispersion relation. In section 3 the actual metaguide which is a circu-
lar waveguide loaded with coupled conducting rods is described, and the screw or helical periodicity
of the structure is demonstrated. The dispersions relations and the transmission characteristics are
discussed in section 4. The main conclusions are presented in section 5.

2. COMPOSITE RIGHT/LEFT-HANDED TRANSMISSION LINES USING COUPLED
LINES

The proposed CRLH line is a periodic structure. The unit cell for for such structure shown in
Fig. 1(a) can be obtained from the simple coupled line by terminating two ports (port 1 and 4 in
Fig. 1(a)) with short circuit. The resulting 2-port admittance matrix written in terms of the 4-port
network Y-parameters [8], [

I1
I3

]
=

[
Y11 Y13
Y31 Y33

] [
V1

V3

]
, (1)

where Y11 = Y33 = −j (Yo + Ye) cot θ/2, Y13 = Y31 = −j (Yo − Ye) csc θ/2, and θ = kL is the
electrical length of the coupled lines of physical length L. The considered coupled line has no
dielectric filling, hence its propagation factor k = ω/c, where c is the speed of light in vacuum.
The parameters Yo and Ye, are the odd and even admittance, respectively. The proposed unit cell
can be modeled by the Π network shown in Fig. 1(b). In this equivalent circuit the series Ys and
parallel Yp are given in terms of the elements of the admittance matrix Eq. (1) by [9],

Yp = Y11 + Y13 = −j (Ye + Yo)
cos θ + cos θc

2 sin θ
, Ys = −Y13 = j (Ye + Yo)

cos θc
2 sin θ

, (2)
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Figure 1: (a) Schematic of ideal coupled lines, and (b) Equivalent circuit when port 3 and 4 are short
circuited.

where cos θc = (Yo − Ye) / (Yo + Ye). The electrical length θ is directly proportional to the operating
frequency, so it can be considered as the normalized frequency. In the first range of θ < π− θc, the
series admittance Ys in Eq. (2) is pure capacitive while the parallel admittance Yp is pure inductive,
making the cell acts as a left handed one.

For a unit cell with period d, the dispersion relations and the Bloch impedance can be written
as [1, 10],

cosβd = 1 +
Yp
Ys

= − cos θ

cos θc
, ZB =

1√
Yp (Yp + 2Ys)

=
2 |sin θ|

(Yo − Ye)
√

1− cos2 θ/ cos2 θc
. (3)

Both the propagation factor β and the Bloch impedance ZB, in Eq. (3), are real in the first frequency
range θc < θ < π − θc, as previously mentioned the periodic line will be left-handed in this range
of frequency. The solid curve in Fig. 3(b) shows this dispersion relation between the normalized
frequency θ and the propagation factor represented in βd, which is the phase shift per cell in the
periodically infinite line.

One problem with this realization in its planar configuration is that the cell periodicity is directly
related to the electrical length of the coupled lines (d = L = θ/k, where θ can not exceed π). So,
in order to operate at small frequencies very long lines have to be employed. A solution to this
problem is to circularly bend the structure, such that the periodicity of the structure becomes
the spacing between the line, where the periodicity now will be accompanied with a rotation by a
certain angle, and the structure is called screw or helically periodic.

3. CIRCULAR WAVEGUIDE LOADED WITH ROD COUPLED LINES

In principle, the coupled lines geometry can be taken of arbitrary cross section, depending on the
required admittances Ye and Yo, and the application. As an example, circular rod coupled lines,
Fig. 2(a), are considered in this paper, however other types can be treated in a similar fashion.
The planar circular rod coupled lines, Fig. 2(a), are bent to form a cylinder as shown in Figs. 2(b),
and 2(c), where the ground plan becomes the outer cylinder of the bent structure and the coupled
rods are short circuited with small rods connecting between the bent lines and the outer cylinder,
which at the same time act as mechanical supports for them.

After bending the structure it became no longer planar but a three dimensional screw or helically
periodic structure. As an example Fig. 2 shows that the structure is periodic when we make
a simultaneous rotation of 90◦ and a translation of distance d, respectively, around and along
the z-axis. In general, for a screw or helically periodic structure the periodicity is achieved with
simultaneous rotation of angle φ0 around the z-axis along the φ direction and translation with
distance d along the z-axis. Hence, in cylindrical coordinates (ρ, φ, z) the Floquet theory applied
with these simultaneous shift and translation is expressed as [11],

Ψ (ρ, φ+ φ0, z + d) = e−jβdΨ(ρ, φ, z) , (4)

where the Ψ function stands for any of the field components. It can be shown, using Eq. (4) and
the cylindrical fields expansion in Reference [12], that the fields can be written as,

Ψ(ρ, φ, z) = e−iβz
∑
n,m

an,mJn
(
kcn,m

ρ
)
ejn(φ−zφ0/d)e−i2mπz/d, (5)

where kcn,m
=

√
k2 − (β + nφ0/d+ 2mπ/d)2. In principle, the angle φ0 can have any real value

and the structure is still screw or helically periodic. However, in order to have periodicity along
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(a) Planar Rode Coupled Lines.
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Figure 2: (a) Cross section of planar coupled circular rodes, (b) Cross section of cylindrical waveguide loaded
with rode coupled lines, and (c) 3D view of subfigure (b).

z, the angle φ0 must be representable as φ0 = 2πp/q, where p < q and both p and q are integers
satisfying, gcd(p, q) = 1. For this case structure will be periodic along z, with “macro-period” qd.

The coefficients an,m in Eq. (5), at least in principle, can be obtained through applying the
boundary conditions on all the cell boundaries, however it is not easy for complicated geometry
like ours. Although the expansion Eq. (5) is not that helpful by itself in solving the screw periodic
structure fields and in obtaining the mode dispersion (ω − β relation), it demonstrates the screw
symmetry of the structure fields and it can be used together with other methods of solution such as
FEM to extract the different spatial harmonics amplitudes am,n which are important in studying
possible application devices such as Backward Wave Oscillators (BWO) and Gyrotron BWO [11].

4. RESULTS AND DISCUSSION

In this section we present the dispersion characteristics for the proposed coupled line loaded cylin-
drical waveguide, both from the circuit analysis discussed in section 2 and from the screw periodic
guide described in section 3, where in the latter case the electromagnetic problem is solved using
the FEM HFSS code. The dispersion is obtained from the analysis of one unit cell of the guide,
however the multi-cell guide composed from 8-cells is also solved numerically to see how the overall
structure will behave. The unit cell used, see Fig. 2 , is composed of a hosting conducting cylinder
with radius Ro = 2 cm, loaded with rod coupled lines that form quarter of a torus. The torus
radius is Rt = 1.5 cm, the rod diameter is t = 4 mm and the cell period is d = 6 mm.

4.1. Dispersion Characteristic

In order to get the dispersion characteristic from the planar circuit, the coupled line parameters
Yo and Ye need to be calculated. The cross section of the planar coupled lines considered in
this calculations is shown in Fig. 2(a). The rods diameters taken is t = 4 mm, the spacing is
d = 6 mm, and the rods hight from the ground plane is Ro − Rt = 5 mm. In order to calculate
Ye and Yo we solved the 2D electrostatic problem in the cross section using FEM (Maxwell 2D
SV). The resulting admittances are Ye = 7.8mf and Yo = 19.27mf. The dispersion relation for
planar periodic structure formed from those coupled lines is the solid curve shown in Fig. 3(b),
where θ = ωL/c is the normalized frequency, and L is the coupled line length. The dispersion
of cylindrical waveguide loaded with the coupled-lines can be calculated from the electromagnetic
fields. The structure unit cell resonance frequencies are calculated subject to the Floquet boundary
conditions, discussed in section 3, when applied between the the two ends of the cell. The βd phase
shift relates the fields at one end of the unit cell with the φ0 rotated points at the other end. In the
example considered in this paper the rotation angle φ0 = 90◦ and the phase βd is varied between
0 and π to scan the first Brillouin zone. The FEM code HFSS was used to solve this eigenvalue
problem. The resulting dispersion curves shown in Fig. 3(a), reveals that the first propagation
mode is a backward or left-handed mode. This left-handed mode frequency range is below the
cutoff frequency of the first mode (TE11) of the empty guide which is 4.395 GHz. Operation below
the cut-off frequency was also adopted before in designing left-handed rectangular guide [7].
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Figure 3: (a) Dispersion curves of the meta-guide obtained using FEM, where the dotted lines are for higher
modes, and (b) Normalized dispersion of LH mode of subfigure (a) compared to that obtained from circuit.

(a) 8-Cells Backward Wave Waveguide (inside view).
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Figure 4: (a) 3D inside view of 8-cells meta-guide, and (b) |S| parameters obtained by FEM.

Comparison between the dispersion relation obtained from circuit and from the cylinder loaded
coupled lines, required normalizing the calculated frequency from the EM dispersion to θ =
ωLeff/c. In Fig. 2 the coupled line lengths fills quarter of the circumference, with a length
Leff = πRe/2, where the effective radius Re satisfies Rt < Re < Ro (for our structure Re=1.7 cm
is taken). The normalized dispersion curve for the cylinder loaded coupled line structure formed is
shown in Fig. 3(b) to have good agreement with that obtained from the planar circuit.

4.2. Deployment of the Meta-waveguide

The performance of the proposed cylindrical waveguide loaded with coupled lines is investigated by
studying the transmission through an 8-cell composed guide. The guide termination ports could be
mounted on the side cylindrical surface, or fixed on the end flat faces of the tube. In the proposed
structure in Fig. 4(a), the end flat faces act as transmission line ports with inner conductor diameter
chosen such that port impedance match the structure Bloch impedance at phase π/2. Such a choice
of the way of coupling the ports is not unique, it depends on the application involved and the range
of frequency of interest to work at. Fig 4(b) shows a transmission along the guide in the frequency
range 2-3.7 GHz, which is the same left-handed frequency range shown in Fig. 3(a).

Among the possible applications of this meta-guide is its use in Backward Wave Oscillator
(BWO), Gyrotron BWO and accelerator applications [13]. In these applications the use of all
metallic structure is favorable as it does not block any portion of the electron beam, like in waveg-
uides filled with metamaterial [13, 14]. Even with a clear beam path the absence of dielectric is
favorable in these applications, where dielectrics beside being not easy to integrate with metals,
they deteriorate the vacuum level inside these tubes. Of course for such applications the coupled
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lines has to be tailored to provide enough axial field for interaction with the electron beam. Another
candidate application is in charged particle detection through reverse Cherenkov radiation [15].

5. CONCLUSION

We presented a new type of left handed waveguide (metaguide), which is a cylindrical waveguide
loaded with short circuited coupled lines. The proposed guide has the characteristic of supporting
a backward wave at frequencies below the empty guide cut-off. The guide is considered as a bent
version of the planar periodically cascaded short-circuited coupled lines. Hence, it can be analyzed
using the symmetric coupled line circuit theory, which enables the design of the operating Floquet
frequency band and the Bloch impedance for the matching purpose of the periodic structure.

Although, the circuit modeling was a simple 1D Floquet analysis, our actual guide is a screw
(helically) periodic structure. Using the screw periodic Floquet condition, dispersion relation us-
ing electromagnetic simulation was calculated and compared to that obtained with simple circuit
coupled-lines model, where good agreement between both models was observed.

The introduced metaguide has the advantage of not containing any dielectrics, which makes it
very suitable for vacuum tube applications. Backward Wave Oscillator (BWO), Gyrotron BWO
and Cherenkov backward radiation detectors are among the possible applications for this guide.
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Abstract— The dyadic Green’s function of a PEMC cylinder is derived with the aid of the principle
of scattering superposition and Ohm-Rayleigh method. The PEMC boundary conditions are presented in
dyadic form and it shows that how the impedance parameter of PEMC and cross-polarized fields appear
in the Green’s function. The asymptotic expansions of the dyadic function is calculated in order to attain
a closed form for the electrical field.

1. INTRODUCTION

Dyadic Green’s Functions (DGFs) as a valuable tool in studying various electromagnetic phenomena such
as scattering and radiation have been extensively applied in solving source-free and source incorporated
electromagnetic boundary value problems [1]. The closed form, compact formulation and solution of some
electromagnetic problems offered by DGFs have been of interest. Hence, dyadic Green’s functions of dif-
ferent canonical geometries such as infinite cylinder and spheres, perfectly conducting or dielectric, have
been investigated in detail [1, 2].

By introducing perfect electromagnetic conductors (PEMC) [3] and suggesting possibilities for the gen-
eralization of a PEMC boundary by Lindell [4], a considerable numbers of investigations have been recently
performed on the electromagnetic scattering analysis for geometries with PEMC [5]-[12]. Moreover, theory
of PEMC allows occurring cross-polarized fields in the scattered waves [3]. This manifestly non-reciprocal
property that has been demonstrated for simple geometries such as the planar, spherical, and cylindrical
ones, does not exist in the standard Mie theory [3, 5, 7, 8].

Knowledge of dyadic Green’s function of geometries with PEMC boundary conditions, makes it possi-
ble to investigate accurately various electromagnetic properties, such as scattered fields from the arbitrary
current source and cross-polarization effects for linear polarizations, TE and TM, due to PEMC boundary
conditions.

In this paper, a rigorous formulation of dyadic Green’s function for the problem of scattering from a
infinite PEMC cylinder with arbitrary radiusa is presented by employing the principle of scattering super-
position as well as the well-known Ohm-Rayleigh method [1]. In addition, the second vector-dyadic Green’s
theorem [1] for the PEMC cylinder is applied to obtain the scattered field from the current arbitrary source.
Also, co-polarized and cross-polarized coefficients of the scattered wave for TE and TM polarizations have
been discussed in detail.

2. FORMULATION OF THE PROBLEM

Perfect electromagnetic conductor (PEMC) is a non-reciprocal generalization of both perfect electric con-
ductor (PEC) and perfect magnetic conductor (PMC) [3]. Possibilities for the realization of a PEMC bound-
ary has been suggested in [4] in terms of a layer of certain non-reciprocal materials resting on a PEC plane.
Parameters of a bi-isotropic medium can be chosen so that the interface of the layer acts as a PEMC bound-
ary. The surface of perfectly electric conductors and perfectly magnetic conductors have to satisfy the
following boundary conditions:

n̂ × E = 0 n̂ · B = 0 (PEC) (1)

n̂ × H = 0 n̂ · D = 0 (PMC) (2)

wheren̂ denotes the unit vector normal to the boundary surface. Due to continuity of tangential com-
ponents ofE andH fields as well as of the normal components ofD andB, the boundary conditions at the
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surface of a PEMC are [3]:

n̂ × (H + ME) = 0 (3)

n̂ · (D − MB) = 0 (4)

whereM denotes the admittance of the PEMC boundary. ForM = 0, the PMC case is retrieved, while the
limit M → ±∞ corresponds to the PEC case. The most noticeable difference is the non-reciprocity of the
PEMC boundary whenM has finite nonzero value. In this case, the scattered fields from a PEMC has cross
polarization term that does not occur in the standard scattering theory [3]-[12].

If a harmonic sourceexp(−iωt) time dependence is assumed, the source incorporated wave equation
for the electric field has to satisfy the Helmholtz equation [1]:

∇×∇× E − k2
0E = iωµ0J(R′) (5)

Accordingto the duality and the superposition of electromagnetic fields, only the electric type of dyadic
Green’s function due to an electric current source needs to be solved in order to avoid unnecessary repetition.
The magnetic type of dyadic Green’s function can be easily obtained according to duality principle. By
applying second vector-dyadic Green’s theorem, the general formulation for the electric field E, excited by
an electric current source J, can be given by

E(R) = iωµ0

∫

V
J(R) · Ge1(R, R′)dV (6)

whereV denotesthe volume occupied by the excitation source andR andR′ arethe position vectors to
observation and source points, respectively. In addition, the electric dyadic Green’s function,Ge1 , to be
determined, has to satisfy the Helmholtz equation:

∇×∇× Ge1 − k2
0Ge1 = Iδ (R − R

′) (7)

In (7), I andδ denotethe identity dyadic and Dirac delta functions. PEMC boundary conditions (3) and
(4) at the circular cylindrical interfacer = a, can be expressed in terms of the electric and magnetic dyadic
Green’s functions as [1, 3]:

r̂ × (Gm2 + iωµ0MGe1) = 0 (8)

r̂ · (Gm2 −
iωµ0

Mη2
0

Ge1) = 0 η0 =
√

µ0

ε0
(9)

By substitutingGm2 = ∇×Ge1 , (8) and (9) can be expressed only in term of the electric type of dyadic
green’s function atr = a:

r × (∇× Ge1 + iωµ0MGe1) = 0 (10)

r · (∇× Ge1 −
iωµ0

Mη2
0

Ge1) = 0 (11)

3. DYADIC GREEN’S FUNCTION

The knowledge of the free space dyadic Green’s function of the electric type allows the calculation of the
dyadic Green’s function for an infinite PEMC cylinder by the method of scattering superposition.

The free space dyadic Green’s function of the electric type satisfies (7) and may be solved by making
use of the Ohm-Rayleigh method with the result, in a circular-cylindrical coordinate system, given by the
famous Tai’s book [1] in the form of

G
e

o
η

(R − R′) = − 1
k2

0

r̂ r̂δ0(R − R′) +
i

8π

∫ +∞

−∞
dh

∑
n

2 − δ0

η2
(12)





M
e

o
η

(h)M
′(1)

e

o
η

(−h) + N
e

o
η

(h)N
′(1)

e

o
η

(−h)

M (1)

e

o
η

(h)M
′

e

o
η

(−h) + N(1)

e

o
η

(h)N
′

e

o
η

(−h)





, r
<
>

r′
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whereη =
√

k2
0 − h2. The functionsMη(h) describe the electric field ofTEnm mode in a cylindrical

waveguide and the functionsNη(h) for theTMnm mode. Also, in (12) terms with prime are coefficients of
linear polarizations,TEnm andTMnm [1].

According the principle of scattering superposition, the dyadic Green’s function for the PEMC cylinder
is therefore given by

Ge1(R, R
′) = Geo(R, R

′) + Ges(R, R
′) (13)

whereGes(R, R
′) musthave the form

Ges(R − R
′) = − 1

k2
0

rrδ 0(R − R
′) +

i

8π

∫ +∞

−∞
dh

∑
n

2 − δ0

η2
(14)

{
AηM (1)

η + BηN(1)
η

}

To determine the unknown coefficientsAη andBη in the scattered wave, the PEMC boundary conditions
(10) and (11) have to be satisfied atr = a. In the case of ordinary scattering problems, coefficientAη and
Bη are independently determined for TE and TM polarizations respectively. But, here, owing to the mixing
of electric and magnetic types of dyadic Green’s functions in (10) and (11),Aη andBη, are not determined
in terms of just the exciting field polarization. Therefore, the scattered field for a certain exciting polariza-
tion, for example TE, has the cross polarization term, TM, in addition to the exciting field polarization, TE
[3, 7, 8]. In other words,Aη consists of two terms, co-polarized (TE) components and cross-polarized (TM)
components whileBη consists of co-polarized (TM) components as well as cross-polarized (TE) compo-
nents.

The tangential field components have to satisfy (10) at the cylinder surface

∇×
(

Mη(h)M
′(1)
η (−h) + Nη(h)N

′(1)
η (−h) + AηM (1)

η (h) + BηN(1)
η (h)

)

+iωµ0

(
Mη(h)M

′(1)
η (−h) + Nη(h)N

′(1)
η (−h) + AηM (1)

η (h) + BηN(1)
η (h)

)
= 0 (15)

By applying the condition (15) to thez andφ components of vector eigenfunctionM andN and substi-
tuting

∇× Nη(h) = k0Mη(h) (16)
∇× Mη(h) = k0Nη(h) (17)

we obtain the following system of linear equations:

Hn(α)Aη + iMη0Hn(α)Bη = −Jn(α)M
′(1)
η (−h) − iMη0Jn(α)N

′(1)
η (−h) (18)

H ′
n(α)Aη +

1
iMη0

H ′
n(α)Bη = −J ′

n(α)M
′(1)
η (−h) − 1

iMη0
J ′

n(α)N
′(1)
η (−h) (19)

whereα = η0a is the cylinder size parameter. The above set yields unknown coefficients in terms of
amplitudes of linearly polarized incidents fields TE and TM, i.e.M

′(1)
η andN

′(1)
η , respectively.

Aη = ATEM
′(1)
η + ATMN

′(1)
η = ATE

η + ATM
η (20)

Bη = BTEM
′(1)
η + BTMN

′(1)
η = BTE

η + BTM
η (21)

where

ATE
η = −M2η2

0Hn(α)J ′
n(α) + Jn(α)H ′

n(α)
(1 + M2η2

0)Hn(α)H ′
n(α)

M
′(1)
η (22)

ATM
η =

2Mη0

πα
(
1 + M2η2

0

)
Hn(α)H ′

n(α)
N

′(1)
η (23)
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BTE
η =

−2Mη0

πα
(
1 + M2η2

0

)
Hn(α)H ′

n(α)
M

′(1)
η (24)

BTM
η = −M2η2

0Jn(α)H ′
n(α) + Hn(α)J ′

n(α)
(1 + M2η2

0)Hn(α)H ′
n(α)

N
′(1)
η (25)

In above equations, (22) and (25) are the co-polarized coefficients, whereas (23) and (24) show the cross-
polarized coefficients for exciting TE and TM polarizations,respectively. In PEC case, whenM → ∞, we
obtain scattering co-polarized coefficientsATE

η = − J ′
n(α)

H′
n(α)M

′(1)
η andBTM

η = − Jn(α)
Hn(α)N

′(1)
η which are as

same as scattering coefficients form a PEC cylinder given by [1]. Also, as we expect, cross-polarization
terms become zero due to PEC boundary conditions. In PMC case, as we expect, the dual results of PEC
case, i.e.ATE

η = − Jn(α)
Hn(α)M

′(1)
η andBTM

η = − J ′
n(α)

H′
n(α)N

′(1)
η , are obtained and cross-polarized terms vanish.

By substituting (20)-(25) into (14) and making use of (6), the electric field for an arbitrary current source
can be calculated.

4. ASYMPTOTIC EXPRESSION

To find the far-zone field of a radiating source in the presence of a perfectly electromagnetic cylinder or the
far-zone field of an aperture antenna on the surface of the cylinder, asymptotic expression forGe1 should
be found by the method of saddle-point integration. Assumingηr is large compared to unity, the Hankel
function inM (1)

η andN(1)
η can be expressed by asymptotic expression [1]; that is

H(1)
n (ηr) '

(
2

πηr

)2

(−i)n+ 1
2 eiηr (26)

The functionM (1)
η andN(1)

η , therefore, become

M
e

o
η

(h) ' (−i)n+ 3
2 η

(
2

πηr

)2

eiηr+hz cos
sin nφφ̂ (27)

N
e

o
η

(h) ' (−i)n+ 1
2

η

k0

(
2

πηr

)2

eiηr+hz cos
sin nφ(−hr̂ + ηẑ) (28)

The approximate expression forGe1 , using (12) and (14) with the functionsM (1)
η andN(1)

η replaced by
above equations, can be written as

Ge1(R, R
′) =

i

4π

∫ +∞

−∞
dh

∑
n

2 − δ0

η

1

(2πηr)
1
2

(−i)n+ 1
2 eiηr+hz

.

{
−i

cos
sin nφφ̂́

[
M

′
η(−h) + Aη

]
+

1
k

cos
sin nφ(−hr̂ + ηẑ)

[
N

′
η(−h) + Bη

]}
(29)

where terms of the order equal to and greater than(ηr)−
3
2 have been neglected. By changing the cylindrical

variables in spherical variable

η = k sin(β);h = k cos(β) (30)
r = R sin(θ); z = R cos(θ)

and calculating the integral regarding to method discussed in [1],Ge1 canbe expressed as

Ge1(R, R
′) =

eikR

4πkR sin(θ)

∑
n

(2 − δ0)(−i)n+1 cos
sin nφ (31)

·{φ̂
[
M

′
s(−k cos θ) + ATEM

′(1)
s (−k cos θ) + ATMN

′(1)
s (−k cos θ)

]

−iθ̂
[
N

′
s(−k cos θ) + BTEM

′(1)
s (−k cos θ) + BTMN

′(1)
s (−k cos θ)

]
}
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wheres = k sin θ, corresponding to the values ofη evaluated atβ = θ. As discussed in [1], the singularity
atθ = 0, in practice, does not exist becauseθ never goes to zero due to finite radius cylinder.

As far as the actual field concerned, it is of course necessary to use (6). It should be mentioned that the
cross-polarized terms show their effects by the coefficientATM andBTE .

5. CONCLUSION

A rigorous formulation of dyadic green’s function for scattering of a PEMC cylinder is derived .Mixed
boundary condition of PEMC is represented in dyadic form and the results are verified by special cases
of M = 0 (PMC) andM = ±∞ (PEC). Also, asymptotic expansions of Hankel functions are taken into
account to attain a closed form for electrical field in far-field zone.
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Abstract- Investigations on microwave devices obtained by modeling left handed periodic microstrip 
structures are presented in this paper. The structures are analyzed in a broadband range (1-10 GHz) and 
the magnitude and phase of the S parameters reveal new properties, different from conventional 
microstrip devices. A new asymmetric coupler is proposed and analyzed. 
 

 

1. INTRODUCTION 
Metamaterials are a new class of artificial composite structures, which exhibit special electromagnetic properties 
[1, 2] and include periodically, ordered inhomogeneities usually smaller than a tenth of the wavelength.  

The electromagnetic propagation phenomena in one direction through an effectively homogeneous material 
can be essentially modeled by a one-dimensional transmission-line. However, in practice, such a pure 
left-handed (PLH) transmission line is impossible to manufacture, so that a more practical model is the 
composite right- / left- handed (CRLH) model of line [3]. A microstrip CRLH line may be obtained by chaining 
several unit cells. In this work, each unit cell contains a six-digit inter-digital capacitor and a shunt stub inductor. 
Each stub inductor is terminated in a via-hole short circuit. The CRLH lines were investigated in microstrip 
technology on a 1.524 mm thick substrate with 3.02 dielectric constant and 0.0013 dielectric loss tangent.  

Due to the fact that the transmission lines use nonresonant reactive elements, the devices created with them 
are characterized by low loss and broad bandwidth.  

 
2. SYMETRIC CRLH COUPLERS 
When CRLH cells are positioned in a symmetrical way on each side of a symmetry plane, an edge-coupling will 
appear.  

First, couplers with 7-cell CRLH lines were investigated using specialized software [4, 5]. The ports were 
designated as in Figure 1. A very interesting coupling phenomenon occurs in the stop-band: the magnitude of the 
S31 is very close to 0 dB. In fact, such a strong coupling is achieved for CRLH lines with relative large number of 
cells. 

Since the coupling signal is directed to port 3 and not to port 4, the coupler can be designated as a backward 
wave coupler. This coupling effect is very different from what is happening in conventional edge-coupled lines 
couplers: an edge-coupler with conventional microstrip lines can achieve a maximum coupling factor about 10 
dB, while the CRLH device in Figure 2 can exhibit very strong coupling, up to 0 dB. 
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Figure 1. Symmetric CRLH coupler with 7 cells. 

 

Figure 2. Scattering parameters for the symmetric coupler in Figure 1; a) |S11|, b) |S21|, c) |S31|, d) |S41|. 
 
We have also analyzed the scattering parameters for a symmetric coupler similar to the one presented in 

Figure 1, but with unit cells two times smaller, respectively two times larger. The results are presented in Figure 
3 and Figure 4.  

One can see that modifying the dimensions of the cells leads to a translation in frequency: if the dimensions 
are reduced, then the coupling effect appears at higher frequencies, meanwhile, if the dimensions are increased, 
then the coupling effect appears at lower frequencies. Another aspect is that better behavior in frequency is 
obtained when the homogeneous condition is respected, rather then when it is closer to the limit.  

A very good directivity better than 20 dB, is obtained in a working band between 3.6 and 5.4 GHz for the 
initial example, meanwhile for the other two cases it was obtained in a working band between 7.19 and 9.11 
GHz, respectively between 1.9 and 2.7 GHz. 

While strong coupling (0 dB) requires CRLH lines of at least 7 cells, lower coupling levels can be achieved 
even with a reduced number of cells. The main advantage of this choice is that a more compact device can be 
achieved. The response of a three-cell 3 dB coupler is presented in Figure 5.  
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Figure 3. Scattering parameters for the symmetric coupler with unit cells two times smaller;  
a) |S11|, b) |S21|, c) |S31|, d) |S41|. 

 

Figure 4. Scattering parameters for the symmetric coupler with unit cells two times larger;  
a) |S11|, b) |S21|, c) |S31|, d) |S41|. 
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Figure 5. Scattering parameters for a 3-cell symmetric coupler; a) |S11|, b) |S21|, c) |S31|, d) |S41|. 
 

2. ASYMETRIC CRLH COUPLER 
Having in mind the performances that we have obtained in the cases of symmetric couplers with different sizes 
of unit cells, we propose a new asymmetric coupler as in Figure 6. This coupler is formed of two CRLH 
transmission lines: the first one is similar to the ones presented in Figure 1, meanwhile the second one is made of 
cells two times smaller than the original ones in Figure 1.  

 

Figure 6. Asymmetric coupler with different sizes of unit cells 
 

In this case, we have obtained a backward wave coupler with strong coupling for dual frequency bands, as 
one can see in Figure 7. [4, 5] The directivity reaches 41dB in the first band and in the second one reaches about 
56dB, so the device can be used for two frequency bands with very high directivity, as one can see in Figure 8. 
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Figure 7. Scattering parameters for an asymmetric coupler with different sizes of unit cells; 
a) |S11|, b) |S21|, c) |S31|, d) |S41|. 

 

Figure 8. Directivity for an asymmetric coupler with different sizes of unit cells. 
 
3. CONCLUSIONS 
The performances of the new devices, modeled using left handed periodic unit cells, show that they can be used 
for DC blocking in order to isolate the bias voltages applied to various circuits as well as to block DC and 
low-frequency voltages while allowing the RF signal to pass through with minimal loss.  
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Abstract-  

Full-wave electromagnetic rigorous simulations of a structure composed of split ring resonators (SRRs) 

have demonstrated backward-wave propagation along the structure of elliptically polarized eigenwaves. 

This result confirms that an increase of magnetoelectric gyrotropic activities inside a bianistropic chiral 

medium can lead to a left-handed material (LHM ) as predicted by the recently chiral medium works.   

 

1. INTRODUCTION 

Metamaterials attract many researchers in electromagnetic engineering domains as they exhibit 

counterintuitive phenomenon such as negative refraction and backward-wave propagation. So far, there have 

been very few successfully realized engineering applications making use of materials that can exhibit 

backward-wave propagation phenomenon. Most of them are utilizing planar microwave circuits [1]. 

Investigation on an edge of a prism structure composed of split ring resonators (SRRs) and metallic wires had 

demonstrated the presence of negative refraction through the structure, which does not mean necessarily the 

presence of a backward-wave propagation phenomenon since a negative refraction can be produced without 

having negative index materials using the ultra-refraction principle [2]. Moreover, experimental data the 

electromagnetic interactions between both, SSRS and metallic wires arrays, cause dramatic ohmic and magnetic 

losses [3]. Recently, some rigorous works [4,5,6] have proved that chiral medium can lead to negative refraction 

index since the backward-wave could be propagated. But, in these last works both permeability and permittivity 

have to be quite small at working frequencies. However, the backward-wave phenomenon can be realized 

without these restrictive conditions using gyrotropic (bianisotropic or anisotropic) chiral medium since the 

magnetoelectric effects reduce the refractive index [4]. In this paper, it will be demonstrated that a dense split 

ring resonators (SRRs) array can be considered as gyrotropic bianistropic due to pseudo-chiral ferrite medium 

effects and magnetoelectric ones. Hence it is shown that a classical extraction method of relative effective 

medium parameters can be used to predict a negative eigenmode in a specific frequency band. The full-wave 

simulations have confirmed the backward-wave propagation phenomenon in the studied frequency band while 

showing the importance of magnetoelectric coupling activities. 

  

2. PROPAGATION IN GYROTROPIC CHIRAL MEDIUM 

The response of the bianisotropic medium to an electromagnetic field can be characterized by the following 

standard relations ( the time-harmonic field dependence   is assumed but always suppressed) [7]:  

 

                  (1) 

 

                  (2) 

 

where D is the electric displacement vector, E the electric field vector, B the magnetic induction field, H the 
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magnetic field intensity   and  denote two coupling dyadic parameters expressing magnetoelectric effects 

and  and  are constitutive tensors. In gyrotropic chiral media G-media (called also nonreciprocal media) the 

electromagnetic field is the sum of two elliptically or circularly polarized eigenwaves. The phenomenon of 

rotation of a linearly polarized field vector, when passing through a gyrotropic media is due to either Faraday 

effect (nonreciprocal effects) or an optical activity (reciprocal effect) or a combination of both effects to create a 

Faraday chiral medium (FCM) [8,9,10]. Usually, the conditions (1) and (2) for a G-media can be rewritten using 

Tellegen’s relations or Post’s relation [5] but here we considered only Tellegen’s relations which are more 

explicit to describe a G-medium [4,6]:   

                                         (3) 

                                          (4) 

where  and  denote the nonreciprocity and chirality parameters, respectively. 

 

The asymmetrical constitutive tensors  and  can be expressed as:  

  

                                (5) 

( )                               

where  and  denote the electric and magnetic gyrotropic parameters, respectively. They are the 

contributions of the electric and magnetic Faraday effects.    

The refractive index and The corresponding wavenumbers for the backward-wave propagation is then given by 

following relations [6] : 

                (7) 

                                   (8) 

                                   ,           (9) 

We can see that by amplifying gyrotropic parameters or nonreciprocity and chirality parameters the refraction 

index can attain negative values. Each parameter (more specificaly gyrotropic parameters) plays an essential role 

in achieving backward-waves propagation and making refraction index negative.  

 

3. BIANISTROPIC STRUCTURE CHARACTERIZATION 

 

Here, we return to the dense copper SSRs structure studied in [11] represented in Fig 1 and for which the 

dimensions of a unit cell are given. The lattice periods along, x,y, and z axes are 9.3 mm, 9 mm, and 6.5 mm, 

respectively. We restrict our study on plane wave propagation along the y axis where the electric field and 

magnetic field have been polarized along the z axis and the y axis, respectively. Each SSR particle can then be 

considered as a pseudo-  chiral cell since this arrangement is asymmetric and exhibit an opposite mirror image 

with respect to the case of a symmetry plane. If we take the optical axis as the system axis, the system can then 

be considered as uniaxial.   
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The frequency dependent constitutive relative effective parameters of a unit cell can be extracted from the 

values of S parameters determined from simulations or measurements using the robust method proposed in [12]. 

The principal relations for the refractive index n and wave impedance Z are given by following relations:   

      n  , Z     (9)   

where S21, S11 denote the transmission and reflection parameters, j the complex number and ko the 

wavenumber of the incident wave in free space. 

 

The effective relative permittivity and permeability are then directly calculated from the relations , 

. The requirement  and  lead to . Fig 2(a) and Fig 2(b) show the 

simulated S parameters using an FSS unit cell method (periodic boundary conditions) calculated by CST 

Microwave Studio software and the effective parameters that have been extracted employing the robust method. 

Considering our structure as a gyrotropic structure, the relative effective permittivity and permeability are 

parameters that depend on gyrotropic nonreciprocity and chirality parameters.  

 

From Fig 2(a) and Fig 2(b), one can observe a classical first resonance frequency at 7GHz where the relative effective 

permeability obeys Lorentz model and where the relative effective permittivity resonance variation reveals the 

bianisotroipic effect due magnetoelectric coupling.  

 

r1=2.5mm, r2=3.6mm, 

w=d=0.2mm, t=0.9mm 

 

Figure 1: Dense copper SSRs structure employed in [11] 

  

(a) S parameters simulated using FSS unit cell method (b) Variation of relative effective parameters as a 

function of frequency 

Figure 2:  The frequency dependence of S parameters and relative effective parameters  
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However, the second resonance frequency at 15GHz reveals a frequency band where the permittivity obeys Lorentz 

model reversion and involves a reversion of the phase velocity (Fig.4) which leads to negative effective medium. Fig 

3 shows a focus on this frequency band where one can notice that the negative index is localized in the band15 GHz- 

18.5GHz. 

 

  

 

Figure 3: Focus on negative refraction index frequency 

band 

Figure 4: Variation of phase velocities as a 

fonction of frequency 

 

The phase velocity showing a negative eignmode behavior in Fig 4 is in concordance with results given in [4] 

and [8] which indicate that for a gyrotropic media, the longitudinally propagating eigenwaves involve four wave 

numbers roots corresponding to eigenmodes but only two roots involve a backward-waves propagation. Indeed, 

one root corresponds to an eigenwave which is parallel to the direction of energy transportation while the other 

root orresponds to the opposite eigenwave which exhibits backward-wave propagation. Both eigenwaves are 

right-circularly polarized.  

 

4. ELECTROMAGNETIC SIMULATION INTERPRETATION 

 

Rigorous electromagnetic simulations have been performed using the full-wave 3D software CST Microwave 

Studio. Careful observation of numerical results s in the working frequency range 8-16GHz show that the 

distribution of electric fields inside the structure is the sum of two elliptically polarized electric fields (right and 

left handed) along the z axis. This confirms our choice of considering the structure as a potential G-medium. As 

predicted from the negative eignmode and index frequency behaviors, the backward-wave phenomenon has 

appeared at 15GHz, but it is strongly emphasized at 16GHz. To better understand the causality of this 

phenomenon, magnetic field plot contours inside the structure in the working frequency range have been 

performed. We found that the negative eignmode leads to a meandered continuum circulation of the magnetic 

field along the z axis. So, the electromagnetic oupling begins with important values involving a Faraday effect 

and expanded in the whole structure. In fact, each SSR cell behaves as a peuso-chiralferrite.  The 

backward-wave phenomenon propagation is due to a combination of principal effects, namely the optical activity 

of a chiral medium and the Faraday effect. These results provide lots of potential opportunities of investigation 

in electromagnetic and optic domains. To illustrate an important example, a negative lens illumined by a plane 

wave at 15GHz is represented in Fig 6 for which the focalized point is visible.   
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5. CONCLUSION 

 

A G-chiral medium has been proposed composed of dense copper SSRs. An analysis using an extraction method of 

constitutive effective parameters has predicted the frequency band where the refraction index can attain negative 

values involving a backward-wave propagation phenomenon. Electromagnetic simulation results have enabled to 

show the strong contribution of the Faraday effect on the optic activity of a chiral media.  
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Figure 5:  Backward-wave phenomenon – top view Figure 6: Negative lens illumined by a plane wave 
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Abstract- Numerical analysis of the dispersion characteristics of a 2D tunable periodic structure in 
microsptrip technology is presented. The high relative dielectric constant gallium-arsenide (GaAs) 
substrate hosts the embedded active FET switches, allowing dynamic changes in the propagation 
conditions of the electromagnetic wave. The position, aperture of band-gaps and hence the value of the 
effective dielectric constant can be controlled. These effects will be monitored through the change of the 
scattering parameters for different number of repetition of the unit cell in the transverse direction. 

 
1. INTRODUCTION 
Real-time responses to dynamically changing external excitations are a challenging issue in many fields of 
science. Antenna engineering is no exception, and a large interest in the configurable antenna best demonstrates 
this. Reconfigurability can be achieved in any number of ways either by changing geometry or by advanced 
electronic control. As contrary to the geometrical variation, the latter offers the possibility of faster adaptation 
and larger dynamics.  
On the other hand, periodic structures present interesting features, and have become more prevalent in the 
modern antenna systems. Application extends from reducing coupling between antennas sharing the same 
ground plane, cloaking, leaky wave antennas and many other challenging issues, that cannot be achieved without 
efficiently exploit the characteristics of these engineered structures. 
In this context a tunable, planar, periodic microstrip structure has been recently introduced by the same authors 
[1]. Starting with a periodic structure, the usual responses of such arrangements like existence of band-gaps, 
frequency dependent phase- and group velocities, etc. are expected to be present. As predictable, inserting 
externally controllable switches inside the structure with the aim of changing the propagation of the 
electromagnetic wave in its inside, the resulting device allows altering the aforementioned characteristics, 
namely adaptivity. After verifying the proof of concept in [1], the study aiming to the characterization of a much 
more realistic building, including manufacturing constrains, has been presented in [2]. The application example 
of controlling of the radiation of a 1D leaky wave antenna is quite encouraging. 
Based on the aforementioned promising 1D results, here we are going to extend the analysis to a 2D case. The 
preliminary results reported in the following refer to an idealized case, since we are interested in the general 
behavior of the response without entering in technological details. As a first step of the presentation, we are 
going to describe the geometry, and discuss some aspects related to this extension. Numerical results concerning 
the number of the unit cell in the transverse direction with respect to the initial 1D case for achieving 
convergence of the solution are presented. It takes into account a global response of the system, and allows 
further investigation to be carried out, with a quite reduce extension of the geometry. The importance of this 
study is straightforward, taking into account the sometimes prohibitive computational effort in terms of both 
CPU time and memory requirement, even in the case when advanced numerical techniques like fast multiple 
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method (FMM) [3], Synthetic function eXpansion (SFX) [4], characteristic basis function (CBF) [5], etc. are 
employed. 
 

 
2. DESCRIPTION OF THE GEOMETRY 

 
The geometry we are considering here, and reported in Fig.1, consists in a transversely repeated single 
periodically loaded microstrip line, where the loads are represented by patches which can be grounded at their 
two ends. Unit cells with a given number of patches are described by the on- and off- states of the switches, 
coded as “1” for the short-circuited patch, and “0” for the open, floating case. The three patch unit cells in Fig. 1 
are in 011 state for the 1D case and in the 010 state for the 2D case. In the latter case, the transverse dimension 
Dv of the unit cell has also been defined. 
As discussed in [1], the effect of the connection of the patch to the ground corresponds to a changing in the 
reactive load locally seen by the microstrip line, with consequent variation of the phase velocity of the 
propagating wave. The periodicity of the on- and off- states of the switches for the cascaded unit cells along the 
longitudinal direction assures the characteristics offered by periodic structures. In this study, we will consider no 
variation of the switches along the transverse direction.  

 
Higher the variation of the load reactance, more pronounced the effect will be. The main factors influencing the 
variations of the equivalent reactive loads are attributed to the dimension of the patches, to the change in the 
dielectric constant (both in the case of multilayer configuration with layers with different dielectric constants or 
of the same value) and to the ratio between the thicknesses of the initial and final ground plane represented by 
the grounded patches. As discussed in [1], the effects are not independent each from the other and the grounding 
can deeply change the propagation mechanism. Due to the presence of the continuous line, the fundamental 
propagation mode supported by the geometry is TEM with zero cut-off frequency. Increasing frequency, the 
grounded patches act as loops, and the geometry is similar to a helix-like slow wave configuration. A transition 
zone in the response has also been observed. 

Figure 1. Idealized geometries: 1D (left) 011 state: 2D (right) 010 state. 
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3. COMPARISON BETWEEN 1D AND 2D CASES 
 
The extension from 1D to 2D case implicates many differences. The main effect of the repetition of the 
microstrip line and patches in the transverse direction manifests in changing of the longitudinal phase velocity of 
the single line. As observed and analyzed in [6], the effective value of the resulting dielectric constant increases, 
due to the increases in the coupling between adjacent cells. Quantification of this effect can be done considering 
the structure as a multiconductor configuration, but the presence of the periodic loads and of the large frequency 
band requires equivalent circuit models not always available. A numerical approach can be employed as we will 
do here. On the other hand the structure being periodic in two directions, the full characterization requires the 
computation of the dispersion diagram on the contour of the irreducible Brillouin zone that becomes a triangle 
for the rectangular geometry we are considering.  
The propagation in the transverse direction is different with respect to those in the longitudinal direction due to 
the discontinuity of the structure in the former case, since no electric continuity is present. While the microstrip 
line guaranties the propagation of the TEM mode in the longitudinal case, for low frequencies approaching zero, 
no propagation in the transverse direction is present. The dispersion diagram starts at a higher frequency. As a 
consequence, at low frequencies, where stop-band in the transverse direction is present, the electromagnetic field 
will not goes in that direction as for the 1D case, but will reflect from both sides of the unit cell. The high Q 
resonator will strongly affect the frequency behavior of the structure.  
Further issues that must be consider for the 2D extension is represented by the large number of the switches. 
Solutions for reducing their number can be devised, but consequently the flexibility of the electromagnetic 
response of the device will also reduce. Technological issues tackling the control of the large number of switches 
represent another challenging issue. Grouping of unit cells for reducing the complexity of the control scheme has 
been proposed in the literature [7] for other kind of reconfigurable geometry.  
 

 
3. NUMERICAL RESULTS 
As concerning the numerical simulation, we have considered a dielectric support usually employed in the MMIC 
technology. In the particular, the GaAs substrate has a thickness of hsub=100 μm, and characterized by εr,sub=12.9. 
The patches positioned on the top of this layer are covered by a superstrate with hsuper=2 μm and εr,sub=6.8. This 
corresponds to a relatively low-loss GaAs dielectric substrates typically used in IC processing. Note the huge 
ratio between hsub and hsuper and the difference in the dielectric constant.  
The microstrip lines run on the top of the stackup. The patches of dimension Px=60 μm and Py=160 μm are 
spaced by S=40 μm (edge-to-edge). The vertical pins have square section of 10 μm. 
In all case we have considered a 9 x 24 array of patches. The periodic behavior in the longitudinal direction is 
assured by the 24 unit cell, while the same effect on the reference line positioned on the central row of patches is 
monitored by changing the number of lines parallel to them. The case of N=2 (parasitic) lines per part is shown 
in the Fig. 2; in this case, two rows of patches per part remains uncovered by any microstrip line. The reference 
line has been fed while the other lines have been let in open configuration. Commercial numerical code [8] has 
been used for the modeling, and the scattering parameters have been computed. The results for N=2, 3, and 4 are 
summarized in Fig. 3. Increasing N, converge of the solution can be observed. Moreover, the existing stop-band 
disappears, because of the reflection of the field from the neighbor cells. 
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Figure 3. Comparison between the transmission coefficients S21 of the device with a reference line
and N=2, 3, and 4 parasitic lines per part.  

Figure 2. CAD model of the considered configuration.  
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4. CONCLUSIONS 
The geometry proposed here allows extending the periodic arrangement to a quasi-periodic one, with local 
changes in the responses of the unit cell. Numerical analysis with commercial code [8] demonstrates the 
feasibility of such configuration, widening the degrees of freedom one has to reach the desired reconfigurability 
goals in the design.  
Adequately designed, the structure reported here can be successfully employed in different application, like 
delay lines, steerable leaky-wave antennas, holographic antennas, adaptive radio frequency elements, etc.  
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Abstract – An eigenfunction solution to the problem of plane wave scattering by dielectric, 
magnetic, or magnetodielectric cylinders, is used for a detailed investigation of their resonances. An 
overview of the resonances with electric and magnetic dipole moments, needed in e.g., the 
synthesis of metamaterials, is given with an emphasis on their strength, bandwidth, and isolation.   
  

1. Introduction 

Among a large variety of metamaterial (MTM) realizations, see e.g., [1] and the works referenced therein, 

special attention has recently been devoted to designs based on cylindrical or spherical inclusions of 

dielectric or magnetodielectric materials [2]-[4]. One main feature of these designs, as compared to 

previous arrangements of conducting wires and split ring resonators [1], is their potential of providing 

low-loss and isotropic MTMs. The basics of the novel MTM realizations rest upon the excitation of 

electric and magnetic dipole moments in the dielectric or magnetodielectric inclusions, which, when 

arranged appropriately, give the possibility of achieving e.g., negative effective permittivity and 

permeability. In consequence hereof, there is an increased interest in a detailed understanding of the 

underlying physics of these resonances. The present work provides a detailed overview of the resonances 

providing electric and magnetic dipole moments in dielectric, magnetic, and magnetodielectric cylinders 

illuminated by a uniform plane wave. Using the exact analytical solution, the resonant properties are 

illustrated for a variety of cylinders having altering electrical and geometrical parameters. In particular, 

the strength, bandwidth, and isolation of the resonances, these being crucial parameters in MTM designs, 

are discussed. Moreover, analytical expressions are derived for electric and magnetic dipoles in all 

cylinders, thus providing additional insight in the potential of such inclusions for MTM design.  

2. Configuration and theory 

The cross-sectional view of the investigated configuration is 

shown in Figure 1. It consists of an infinite circular cylinder 

illuminated by a plane wave and immersed into free-space 

with the permittivity 0ε , permeability 0μ , and the wave 

number 000 μεωβ = , 0/2 λπ= with 0λ  being the free-space 

wavelength of operation. The cylinder has a radius and is 

made of a simple and lossy material with the 

permittivity , permeability 

a

c)''
0 rc εεε == (0 εε '

rr jε− rμμμ 0=    

 

Figure 1. The configuration. 
, and wave number cc)( '

0 rr jμμ −= εωβ =''μ μ , with 

0}Im{ ≤β . A cylindrical coordinate system ( z , ,φρ ), and the associated Cartesian coordinate system 

( zyx  , , ) are introduced such that the -axis coincides with the axis of the cylinder, and the wave is 

incident on the cylinder along the positive 

z
x -direction. Two polarizations of the incident wave are 

considered, cf. Figure 1: transverse electric (TE ) and transverse magnetic (TM ). The exact solution to z z
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these problems is based on the eigenfunction expansion technique and is rather straightforward to obtain, 

see e.g., [5]. For the TE polarization, let  denote the known magnetic field incident on the cylinder, 

 denotes the magnetic field scattered by the cylinder, and denotes the total magnetic field 

inside the cylinder; moreover, let , , and  denote the corresponding electric fields. The 

unknown fields outside ( , ) and inside ( , ) the cylinder are expanded in cylindrical wave 

functions with the unknown expansion coefficients  and , respectively, where n is the mode 

number (i.e., is the monopole mode, 

z i
TEH

s
TEE

s
TEH t

TEH
i
TEE t

TEE
t
TEE
na

s
TEH s

TEE t
TEH

1
nb

0=n =n is the dipole mode, etc.). For the TM polarization, let 

 denote the electric field incident onto the cylinder,  denotes the electric field scattered by the 

cylinder, and denotes the total electric field inside the cylinder; moreover, let , , and  

denote the corresponding magnetic fields. The unknown fields outside ( , ) and inside ( , ) 

the cylinder are expanded in cylindrical wave functions with the unknown expansion coefficients  and 

, respectively. All expansion coefficients are determined by use of the boundary conditions at the 

cylinder surface, and the problems have thus been solved.  
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    With this solution, the different electric and magnetic dipole moments can be calculated. For a 

dielectric cylinder, the electric and magnetic dipole moments are given by 

∫
Vj

1 J
ω p dv')'(r=dp ,  and  ∫ ×

V
'

2
1  r

TM 

=dm

t
TE,E)0ε

p (r J dv')' ,          (1) 

respectively, where is the polarization current inside the cylinder, and  

denotes a differential volume element with the position vector . For a magnetic cylinder the electric 

and magnetic dipole moments are given by 

J cε −p = j (ω 'dv

'r

∫ × m '(r J−
V

dv)
2
0 r=mp '' ε

,  and  ∫ m (rJ=m j

d mm

V

1

0ωμ

m

dv')'m ,        (2) 

where  is the magnetization current inside the cylinder. In a magneto- dielectric 

cylinder, both electric and magnetic polarization currents exist, and the total electric and magnetic dipole 

moments are  and m

t
TM TE,

m

c(μω −

mdp =

mJ μ=

dp

j H)0

p+ md +=

0=n

, respectively. Recalling that an electric line current is 

equivalent to a magnetic loop current, and that an electric loop current is equivalent to a magnetic line 

current, it follows that an electric dipole moment can be created by an electric line current or a magnetic 

loop current and that a magnetic dipole moment can be created by an electric loop current or a magnetic 

line current. Furthermore, by recalling that the fields inside the cylinder are represented as multipole 

expansions, it follows that the necessary line and loop currents, and thus the respective moments, can be 

created by exploiting the terms and 1=n ; these modes are thus of relevance in the design of 

artificial materials such as MTMs. 

3. Numerical results: resonant properties of expansion coefficients, fields and dipole moments 

The expansion coefficients  and , as well as  and , depend on na nb nd ne a0β rε rμ, , and . For 

specific values of these parameters, the coefficients become resonant, i.e., their magnitude attains large 

values. Figures 2(a)-(b) and (c)-(d) show the magnitudes of ( a , ) and ( , ), respectively, as a 

function of 
0 0b 1a 1b

rε a0β and  for a lossless dielectric cylinder in case of TE polarization (other cases are 

not included here but will be shown at the presentation). The maxima of the coefficients are seen to 

follow specific resonance curves and the corresponding resonances are designated as the resonances, 

where for each , corresponds to the leftmost curve, 

z

d
nlTE

n l 0 1=l= corresponds to the second leftmost curve, 

etc. Thus, Figures 2(a)-(b) show the resonances, and Figures 2(c)-(d) show the resonances. d
l0TE d

l1TE
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When felt necessary, the designations  and  are used to refer to a specific coefficient. 

Following a resonance curve, e.g., the resonance, it is found that, of course, a higher 

)(TE n
d
nl a

d
01TE

)(TE n
d
nl b

rε  results in a 

smaller a0β  (implying a smaller radius a  at a given frequency) and a noticeable narrowing of the 

resonances. Moreover, the resonances are pushed toward higher d
l1TE a0β  values. By duality, Figures 

2(a)-(b) and (c)-(d) also show the magnitudes of ( , ) and ( , ), respectively, as a function of 0d 0e 1d 1e
rμ and a0β  for a lossless magnetic cylinder with TM polarization – these are the resonances 

and are identified in terms of the symbols in the parentheses included in all subfigures of Figure 2.     

z m
nlTM

1    Figures 2(e)-(f) and (g)-(h) show, respectively, the magnitudes of ( , ) and ( , ) as a function 

of 
0a 0b 1a b

a0β  for specific values of rε  for a lossless dielectric cylinder under the TE polarization. This 

corresponds to horizontal cuts in Figures 2(a)-(d) but with a reduced range of

z

a0β . The width of the 

resonances for the mode is found to be broader than for the 0=n 1=n mode, and it differs considerably 

for different resonances for a given value of rε . In addition, the higher the value of rε the narrower is 

the width, and the higher is the amplitude of the and coefficients. As will be shown in the 

presentation, the inclusion of moderate losses has the effect of lowering the amplitude of the resonances, 

and shifts slightly their position in frequency, and broadens their width.      

0b b1

    With the aim of exploiting resonances for MTM realizations, it is important that the 0=n and 

modes are sufficiently dominant, i.e., their expansion coefficients should be large as compared to 

others. Figure 2(i) shows the isolation of the 

1=n
0=n

(01 bd

/2 b

mode in terms of the quantity |  for the 

 resonance, and  for the  resonance as a function of , while the 

isolation of the resonances ( mode) is shown in Figure 2(j) in terms of  and , 

evaluated at the , and  and ||  for the TE resonance. In Figures 2(i)-(j), a 

curve with a given color appears twice; the upper (lower) curve corresponds to the lossless (lossy) case for 

which  ( ). In the lossless cases, larger results in a more isolated mode, 

whereas the isolation is worsened as the loss is included. As an example, it is seen in Figure 2(i) that for 

e.g.,  and zero loss, the exterior (interior) coefficient ( ) is about 18% (6%) of ( ), 

whereas for  it is only about 0.8% (0.06%) of ( ). It is interesting to remark that the 

isolation of the  mode in the lossy case is in fact worsened as increases. In general, the 

isolation properties for a given ( re better for 
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has a wider width of the resonances. Thus, a trade-off between the width and isolation of the resonances 

exists since an increase of 2/1)( '
rε  lowers the width while increasing the isolation for lossless cylinders.  

    The above results are next confirmed with a num

mo

ber of field ill ions. Figure 2(k) shows, for a ustrat

resonance frequency of 300 MHz, the magnitude (color) and the direction at the time 0=t  (arrows) of 

the total electric field for a dielectric cylinder )625( =rε  at the )(TE 001 bd resonance. The circulating 

electric field creates a polarization current loop wh he discu Section 2 yields a magnetic 

dipole with the moment TEdm  which is calculated analytically by use of (1) (closed form expressions of 

all dipole moments will be included in the presentation). The magnitude and phase of TEdm are shown in 

Figure 3(a) (the vertical left axis). By duality, Figure 2(k) also shows the quantity t
TMH)0ε− for a 

magnetic cylinder )625( =r

ich, cf., t ssion in 

/0(μ
μ at the )(TM 001 em resonance, with the result correspond ting 

magnetization current, and thus to an electric dipole with the moment TMmp ; its magnitude and phase, as 

calculated by (2), are shown in Figure 3(a) (the vertical left axis). For t 1

i irculang to a c

he n = mode, the magnitude and 

the direction (for )0=t of the total electric field at the )(TE 111 bd resonance, and of t
TMH)/( 00 εμ− at the 

)(TM 111 em  resonan e shown in Figure 3(b); these lead to an electric, TEdp , a TMmm , 

ment, respectively, and their magnitude and phase are depicted on the left and right vertical 

axes of Figure 3(b), respectively.   

ce, ar nd magnetic, 

dipole mo
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Figure 2: The shown results apply for a dielectric (magnetic) cylinder with the TE (TM ) polarization, 

with those for the magnetic cylinder indicated by the symbols in the parentheses included in the respective 

figures. (a)-(d): the magnitude of the expansion coefficients as a function of 

z z

rε  ( rμ ) and a0β . (e)-(h): 

magnitude of the expansion coefficients as a function of a0β  for specific values of rε  ( rμ ). (i)-(j): 

isolation properties of the and modes. (k)-(l): th magnitude total fields 

at the  and s inside and cylinders for the  

0=n
)( 111 bd  

1=n
resonance

e 

outside the 

 and the direction of the 

n)(TE 001 bd  TE 0= and 1=n modes. 

See the main text for further explanations.   

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 
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(j) 

(k) 

(l) 

 

215



            

Figure 3: Magnitude and phase of (a)  (left vertical 

axis) and  (right vertical axis), and of (b) 

main text for further explanations.  
 

In Figure 3, the magnitude of the dipole moments peaks at 

the resonance frequency across which a phase shift of 

TEdm

(right vertical axis). See the 
TMmp

(left vertical axis) and 
TEdp  

TMmm

π also occurs (additional phase shifts in Figure 3(b) at a 

frequency right to the resonance frequency are in order due 

to the zero magnitudes of the two dipole moments at this 

particular frequency). Since, as will be shown in the 

presentation, all the electric (magnetic) dipole moments 

are parallel to the incident electric (magnetic) field of 

which the amplitude is assumed real, the latter implies a 

change in the sign, and thus the direction, of dipole 

moments at the resonance frequency, thus rendering such 

cylinders applicable as inclusions in a MTM design.   

 

4. Summary and conclusions 

An overview of electric and magnetic dipole resonances was given for dielectric and magnetic cylinders 

with an emphasis on their strength, bandwidth, and isolation. In general, a higher material parameter 

was found to lead to larger amplitude of the resonances, while narrowing the bandwidth, but improving 

their isolation which turn to be better for the monopole than for the dipole mode. Although the numerical 

results were devoted to specific cylinders and specific polarizations, the present manuscript provides, as 

will be shown in the presentation, a means of devising dielectric, magnetic, and/or magnetodielectric 

cylinders capable of exciting the dipole moments, of which a complete ch of the 

strength, bandwidth, and isolati of the resonances, can be made for both polarizations. 
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Abstract— An equivalent-circuit approach is proposed to explain the behavior of metallic dual-
period structures with several grooves per period. The Fabry-Pérot resonances and reflection
peaks that appear in these structures are well accounted for by the proposed equivalent-circuit
model. This equivalent circuit is based on well established concepts of waveguide and circuit
theory and it provides a simple and accurate description of the phenomenon which is also ap-
propriate for educational purposes as well as for the design of potential devices based on the
behavior of the structures under study.

1. INTRODUCTION

Metallic surfaces with sub-wavelength slits present interesting optical/electromagnetic properties.
In recent years, compound transmission diffraction gratings have been shown to exhibit phase
resonances in the transmission spectrum. These phase resonances significantly modify the electro-
magnetic response, as it has been theoretically reported in [1] and experimentally demonstrated in
[2, 3]. These exotic transmission phenomena can easily be explained in terms of equivalent net-
works involving lumped elements and transmission lines [4]. However, before analyzing compound
transmission gratings, the reflection properties of metallic surfaces with periodically distributed
grooves had been studied. Some interesting properties of the reflection spectrum of this kind of
structured surfaces can be found in [5] or [6, 7]. The goal of this paper is to extend the concepts
and methods used in [4] to the modeling of these reflective structured surfaces. The extension is not
trivial because transmission gratings operate in the non-diffraction regime (the unit cell is smaller
than the operation wavelength) whereas the interesting features of reflection gratings appear above
the onset of the first higher-order grating lobe.

Our modeling is based on the existance of a simple equivalent circuit, whose parameters are cal-
culated. Curves of reflected intensity as a function of the wavelength are explained to the light of
the behavior of this equivalent circuit. The results obtained with this simplified model completely
capture the details of the reflection spectrum computed by means of a rigorous modal method. The
concepts reported in this paper provide a relatively simple explanation of an apparently complex
physical phenomenon. However, the most important benefit of the reported theory, from an engi-
neering point of view, is that it provides a convenient methodology to analyze structures and/or
to conceive new devices based on the studied physical phenomenon. The design tasks can be con-
siderably simplified since the effect of each of the elements of the equivalent circuit model on the
reflected response is qualitatively known a priori.

2. COMPOUND DIFFRACTION GRATINGS: STATEMENT OF THE PROBLEM

An schematic view of a compound reflection grating having three identical slits per period (N = 3 )
is shown in Fig. 1. The structure is assumed to be infinitely long along the z–direction. Although
only three slits are considered here for the sake of simplicity, an arbitrary number of slits per period
could be accommodated too. Due to the periodic nature of the geometry and the excitation (the
impinging wave is a normally incident TEM wave with the electric field linearly polarized along
the x-direction), attention is focused on the analysis of the unit cell that is drawn in the figure.
For wavelengths larger than the period of the structure, λ > d (non diffracting regime), all the
impinging power is specularly reflected along the normal direction. The magnitude of the specular
reflection coefficient is then 1 (lossless case). For λ < d, at least the first order grating lobe appears
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Figure 1: Example of compound diffraction grating with three (N = 3) grooves per period. The unit cell is
the structure within dashed lines. Dashed lines are electric wall for normal incidence of a TEM wave with
an x-polarized electric field.

above the horizon. Thus, part of the impinging power is scattered into that grating lobe and
specular reflection is reduced (i.e., the specular reflection coefficient, defined as the ratio between
the specularly reflected power and incident power, is less than 1). This reflection coefficient exhibits
a frequency dependent behavior that can be explained in terms of the periodicity and groove depth.
For instance, for frequencies where d ≈ nλ, reflection peaks are expected. These reflection peaks,
which appear for grooves of any depth h (even for very shallow grooves), can be explained in terms
of the excitation of surface plasmon polaritons. Clearly, when h ≈ nλ/2, internal resonances of
the cavities formed by the grooves play an important role. Strong specular reflection peaks can be
observed in connection with such resonances. All those phenomena have been studied in depth in
the past [8] for the case of simple gratings (a single groove per period). However, in this paper, we
are interested on a different kind of resonance that appears in infinite gratings with a finite number
of grooves per period (compound gratings) [5, 6]. In these structures, sharp peaks of the specular
reflection coefficient appear in the frequency region between two successive Rayleigh anomalies.
These peaks are found at frequencies for which h / λ/4, and are attributed to phase resonances
associated with the presence of three or more slits per period [5, 6]. However, it can easily be
inferred that this phenomenon is closely related to the sharp transmission dips that have been
observed in the transmission coefficient of compound transmission gratings [1] (several slits per
period). For transmission gratings it has been shown that a simple equivalent circuit explains the
main features of the observed transmission spectra [4]. The purpose of this contribution is to show
that a simple equivalent circuit is also available for the modeling of reflection gratings. This will
be explained in the forthcoming section.

3. EQUIVALENT CIRCUIT FOR COMPOUND GRATINGS

As has been stated above, the diffraction problem in Fig. 1 can be reduced to the analysis of a single
unit cell. Following the reasonings in [4], it is not difficult to understand that, for normal incidence,
the problem under consideration reduces to the analysis of the parallel-plate waveguide problem
shown in Fig. 2(a). A parallel-plate waveguide of arbitrary width, with characteristic admittance
Y0, is terminated by the three grooves depicted in that figure (an arbitrary number of grooves
could have been considered). Each groove is again considered as a parallel-plate transmission
line having a meaningfully higher characteristic admittance (for the specific geometry in Fig. 2(b),
Y1 = Y2/2 À Y0). It must be noticed that two transmission lines are used to model the three grooves
system because of the existence of the symmetry plane BB′ (see [4] for further explanations). The
specularly reflected beam is represented by the TEM reflected mode, while the TM2 mode would
account for the first diffraction order field. In contrast with the analysis reported in [4], we are
interested on the frequency range where both, TEM and TM2 modes operate above cutoff, while
all the other TM modes scattered by the termination are below cutoff.

From the point of view of the impinging TEM mode, the equivalent circuit representing the
situation is given in Fig. 2(b). This is very similar to the circuit reported in [4] for the so-called
“odd excitation”. However, an important difference should be taken into account: the TM2 mode
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Figure 2: (a) Unit cell for the analysis of normal incidence on the periodic grating in Fig. 1. (b) Equivalent
circuit for the range of frequencies comprised between the onsets of first and second grating lobes.

is above cutoff, in such a way that its characteristic admittance, YTM2 is real (otherwise, total
reflection should be expected for any frequency). The effect of higher-order TM modes operating
below cutoff can be accounted for through the π–capacitance network shown in Fig. 2(b). As it has
been explained in [4] and [9], the capacitances of the model are singular at the onset frequencies of
grating lobes (TM modes in our formalism), thus giving place to total reflection for the TEM mode
(the TEM mode represents specular reflection). If the groove depth is h = nλ/2, conventional
circuit theory tell us that a short circuit is seen by the TEM transmission line, in such a way that
total specular reflection should be expected for frequencies satisfying the above condition. This is
in perfect agreement with observations coming from experimental or numerical results. But what
is more interesting in the context of this paper is the explanation of the extremely sharp peaks that
can be observed in the specular transmission coefficient at some frequencies for which the electrical
depth of the grooves is smaller than λ/4. Following the discussion in [4] for transmission gratings,
we can realize that the equivalent electrical lengths of the two transmission lines appearing in
Fig. 2(b) are not identical because C2 6= 2C1 while Y2 = 2Y1. Due to this fact, at certain frequency
between the frequencies f1 and f2 that make the equivalent length of each of those lines equal to
λ/4, the impedance of the transmission lines together with the capacitance network becomes zero
(short circuit). This is a very narrow band condition (impedances reach very high values at f1

and f2, which are commonly very close to each other). For the three grooves per period situation,
this model predicts the existence of a single peak of this nature. This peak corresponds to a phase
resonance in the frame of the theory reported in [5]. Note that this explanation also predicts the
absence of this kind of peaks when the number of grooves per period is 1 or 2 (in perfect agreement
with the results reported in [5]). If the number of grooves per period is 3 or 4, two transmission
lines are involved in the modeling of grooves, in such a way that a single peak is expected. If 5
or 6 grooves per period are present, the model in Fig. 2(b) would require the addition of a third
transmission line for groove modeling. It is evident that three transmission lines would yield the
short circuit condition at two frequencies, thus giving place to two sharp peaks. This rule can be
extended to any number of grooves per period in such a way that the results reported in [5] or [6]
are accurately accounted for by the simple circuit model proposed in this contribution.

4. CONCLUSION

Circuit models that have been recently proposed to explain extraordinary transmission phenomena
in 1D compound gratings of slits and 2D diffraction grids have been adapted here to the analysis
of compound reflection gratings made of periodic distributions of groups of grooves in a perfect
conductor surface. The model provides simple understanding of the qualitative aspects of the
specular reflection response of the grating. Since the number of unknown parameters of the circuit
model is small, the parameters could be easily computed from simulated results for a few frequency
values. The circuit model with the obtained parameters can be used to generate the wideband
response of the grating.
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Abstract- AMC and EBG behaviours

dispersion diagram. A fast and simple analytical model based on transmission line theory 
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1. INTRODUCTION 

In the past few decades, artificial materials have received considerable attention

microwave and sub-millimeter wave frequencies [

propagation of electromagnetic waves 
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electromagnetic band-gap (EBG) characteristic which stops surface wave propagation in all directions. 
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the gap between the adjacent patches 
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Fig. 1: Top view and side view of the studied structure

 

2. ANALYTICAL MODELS 

An AMC is commonly characterized by its phase reflection diagram. It represents the phase of the reflected 

electric field which is normalized to the phase of the incident electric field at the reflecting surface [3]. 
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The validity of these analytical methods is verified by a comparison 
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propagation of electromagnetic waves [2]. The first one provides a behaviour of artificial magnetic conductor 

(AMC) allowing incident plane waves to be reflected with a near zero phase shift. The second one
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and numerical results are investigated to demonstrate the validity of these 

structure. It consists of a planar array of square metal patches with

The parameters of the structure are the following: the length of 

between the adjacent patches g, the period P=w+g, the thickness of the substrate h and its relative 

Fig. 1: Top view and side view of the studied structure 

An AMC is commonly characterized by its phase reflection diagram. It represents the phase of the reflected 

electric field which is normalized to the phase of the incident electric field at the reflecting surface [3]. 

According to [4], the input surface impedance Zs of an AMC can be modelled through a transmission line when 
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the wave propagation is assumed to be along the z-direction (Fig. 2a). Zs is considered as a parallel connection 

of a capacitance C, due to the planar grid of metallic patches response, and an inductance L due to the 

metal-backed dielectric slab response: 

        Z���/�� � �Z	��/��
��  �Z���/��
��
       (1) 

The resonance frequency of the artificial material conductor can be adjusted by altering L or C: ω=(LC)
-1/2

. The 

formulas of the capacitance and inductance for each polarization of the incident field, are issued from [5]: 

       Z����� � jω �� ε��1  ε�� log �csc ��� �

         (2) 

     Z����� � jω �� ε��1  ε�� log �csc ��� �

 · #1 $ %&'%())' sin²θ.      (3) 

        Z���/�� � jωµ� 012�34�3 �I06 $ %7%7%' 
        (4) 

Where β � 9k $ k0  is the normal component of the wave vector in the substrate with k the wave vector in the 

substrate and kt the tangential wave vector component imposed by the incident wave. k;<< � k�9ε;<< is the 

wave vector in the effective host medium, ε0 and µ0 are respectively the permittivity and permeability of free 

space, I06 is the dyadic unit and θ is the incident angle. To improve the accuracy of the expression of εeff, the 

closed expression given by Schneider has been used [6]. 

        ε;<< � =>?�  =>�� · �1  10 · 4A
��/ 
        (5) 

The above expressions are valid for keff.P << 2π and g << P. The phase reflection diagram is plotted from the the 

reflection coefficients Γ
TE

 and Γ
TM

 of the two incident wave’s polarizations following the below expressions: 

    Γ�� � CDEF �G� H�C&CDEF �G� H?C&  and   Γ�� � CDEI�C& �G� HCDEI?C& �G� H  with Z� � 9µ� ε�⁄    (6) 

 

 

(a)              (b) 

Fig. 2: (a) Equivalent model for the AMC case, (b) Equivalent model for the EBG case 

 

The EBG feature analysis is obtained by plotting the dispersion diagram. If we consider the propagation along 

the x axis direction, the structure can be modelled as a transmission line periodically loaded by a microstrip gap 

displayed in Fig. 2b [7]. 
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The voltage Vn and current In are related on each side of the nth unit cell using the ABCD matrix: 

         KV2I2 M � NA BC DS KV2?�I2?� M         (7) 

The matrix parameters represent a cascade of a transmission line section of length P/2, a shunt load, and another 

transmission line section of length P/2. The ABCD matrix can be expressed as: 

   NA BC DS � T cos HU j Z� sin HU  
j Y� sin HU cos HU 

W N1 0Y 1S T cos HU j Z� sin HU  
j Y� sin HU cos HU 

W with Y = jCω   (8) 

Where Zc=1/Yc is the characteristic impedance of a transmission line section in the absence of reactive elements 

and θl the electrical length. 

Since the structure is infinite, the voltage and the current at the nth terminal only differ from the voltage and 

current at the n+1 terminal only by the propagation factor e�Y�: 

         KV2?�I2?� M � KV2I2 M Z�Y�         (9) 

Where γ=α+jβ is the propagation constant for the periodic structure. By developing equations (7), (8) and (9), 

the constant of propagation γ can be obtained as: 

        γ � �\ ]^_`�� �a?b 
 � c  de         (10) 

The stopband of the structure is defined when α ≠ 0 and β = 0, π. 

 

3. EXPERIMENTAL RESULTS 

A waveguide simulator is used to measure the phase reflection of the AMC. It is an oversized rectangular 

waveguide: the walls of the waveguide act as pairs of electric and magnetic walls which make the enclosed 

structure an infinity periodic environment. Waveguide simulators are generally used to characterize antenna 

arrays but they can also be useful to estimate the reflection coefficient of artificial material. Advantages and 

limitations of this method are described in [8]. The simulator uses TE10 excitation where the plane waves 

associated to this mode have an incidence angle θ defined by [9]:  

          f � sin�� �g& h
          (11) 

Where a is the largest side of the waveguide and λ0 is the wavelength in free space. The cross section of the 

waveguide must be commensurate to the periodicity of the structure. The dimensions of the waveguide simulator 

are a x b = 48mm x 8mm. The characterized structure is composed of 12 x 2 cells and is positioned at the end of 

the waveguide. The 48mm cross-section of the guide corresponds to θ=21.3° at f=8.6GHz. This structure is 

simulated using CST MWS to compare numerical results to the analytical and experimental ones (see Fig. 3). 

The dimensions of the studied structure are: P=4mm, g=0.4mm, h=1mm and εr=10.2. The experimental results 

agree with the analytical and numerical ones, showing that the proposed analytical model is accurate to design an 

AMC. 

 

The method of suspended microstrip line is applied to analyze the band-gap characteristic of a structure with a 

finite number of cells [10]. A drop of the transmission coefficient S12 highlights the EBG behaviour. In [2], 

authors show that an EBG band-gap can be obtained with a periodicity close to λm/2 where λm= λ0/(εeff)
1/2

. So, we 

consider an array of 7 x 7 cells whose dimensions are P=8.3mm, g=1mm, h=0.762mm and εr=2.2. 
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The curve obtained from the analytical method represents the normalised phase constant βn, corresponding to the 

phase constant β multiplied by P and divided by π. This product ranges from 0 to 1 and also reveals a stopband 

between 11.8GHz and 13.3GHz. By considering a |S21| criterion below -10dB, a distinctive stopband appears 

from 11.6GHz to 13.6GHz which is close to the analytical one given by the dispersion diagram as show Fig. 3. 

   

Fig. 3: Comparison of analytical model and measurement: AMC case (on the left) and EBG case (on the right) 

 

4. CONCLUSIONS 

In this communication two analytical methods based on transmission line theory are investigated to 

characterise AMC and EBG features. The validity of these models has been verified by experimental procedures 

thanks to a waveguide simulator and the suspended microstrip line method. These models yield accurate and fast 

methods to design such surfaces. 
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Abstract— In simulations we analyse performance of plasmonic nanolenses made of a single metal 

layer. We consider the nanolenses in two configurations. In the first, the nanolens is a free standing 

silver layer with no hole on the optical axis and double-sided concentric corrugations. In the second, the 

nanolens has a set of slits instead of grooves. This necessitates integrating the annular metal elements 

with a dielectric matrix. We examine the following parameters of the nanolenses: film thickness, 

diameter of an on-axis stop, and lattice constant of slits or double-sided concentric grooves, as well as 

depth and width of grooves. Due to radially polarized illumination lenses have foci of full widths at half 

maxima (FWHMs) better than half a wavelength, though foci formed by propagating waves do not 

decrease beyond the diffraction limit. Due to proper geometry of slits or double sided grooves lenses 

have focal lengths of the order of a few wavelengths. Transmission of light through lenses with double 

sided narrow grooves reaches 30% while through ones with slits exceeds 80%. 

1. INTRODUCTION 

The idea of imaging by means of nanoscale plasmonic devices goes far beyond possibilities of refractive or diffractive 

microlenses and lenslet arrays made of optically transparent media. Nanoscale devices for imaging comprise several 

nanotools such as flat or corrugated thin metal films [1] and metal-dielectric multilayers [e.g. 2] as well as optical 

probes for scanning near-field optical microscopes (SNOM) [1,3]. The probes are of various kinds: pure metal, 

metalised dielectric with aperture or spectrally tunable apertureless dielectric-metal-dielectric [4]. Wide interest in 

plasmonic lenses has started a decade ago, when transverse resolution considerably better than the Abbe resolution 

limit was predicted [5] and experimentally proven [6,7]. A lot of research was devoted to generation of surface 

plasmon-polariton (SPP) waves on circular and elliptical gratings milled in thin Ag layers and to focusing of plasmons 

on lens surfaces [8-11]. In a recent paper by Chen et al. [12], a plasmonic lens made of concentric silver rings with 

on-axis stop and illuminated with radially polarized light is experimentally proven to concentrate evanescent fields 

into a narrow needle. The needle results from propagation of generated plasmons toward the lens axis and their 

constructive interference, what results in strong enhancement of polaritons over the on-axis stop. 

Previous work on optical properties of single layer lenses with grooves or slits was focused on such properties, as 

transmission mechanism through a continuous layer [13], role of concentric grooves flanking an aperture [14] and slit 

widths on transmission [15]. Diameters of focal spots in the far-field depend on the use of linearly [16,17] or radially 

polarized [12,18] illumination.  

In this paper we deal with plasmonic nanolenses in the form of a single metal layer either grooved and continuous [19] 

or with slits. We analyse focusing properties of such lenses in the far-field rather than their abilities to confine the SPP 

wave. As a consequence, we do not achieve superresolution, what is possible in the near-field due to contribution of 

evanescent fields.  
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Figure 1. Schemes of a free-standing single Ag layer nanolens with double sided concentric grooves (left) 

and nanolens made of concentric silver rings and integrated with a silica fiber and cladding. Thickness of Ag 

layers is d, diameter of an on-axis stop is s, groove or slit lattice constant is Λ and groove or slit width is w. In a 

lens with grooves they are h deep, and in a lens with slits a dielectric cladding is p thick. 

2. NANOLENSES AND SIMULATION TOOL 

Figure 1 show schematic views of the two considered nanolenses. The left side shows a lens in the form of a free 

standing silver nanolayer with concentric corrugations on both surfaces and no hole at the optical axis [19]. On 

the right, a lens is composed of annular Ag rings and an on-axis stop which are integrated with an optical fiber 

and dielectric antioxidation cladding. A silver film of thickness d is deposited onto a flat end of a multimode 

silica fiber of core diameter 2r = 10 µm with permittivity values εc = 2.12 and εl = 2.11 of core and cladding 

respectively. Periodic slits of width w and lattice constant Λ are filled with the same dielectric as that of the fiber 

core. Transmission of light through the lenses of both types is conditioned by efficient photon-plasmon and 

plasmon-photon coupling, where momentum matching is assured due to the groove/slit periodicity Λ − w = 2λSPP, 

where λSPP is the SPP wavelength. The grating coupling method makes use of the reciprocal vector of the grating 

kg = 2π/Λ, which shifts the wavevector of impinging light to the value of the wavevector of the SPP wave kSPP 

 
gSPP

qknkk += ϕsin0
, (1) 

where k0 is the wavevector in free space, ϕ is the angle of incidence, n is the refractive index of air (left side lens) 

or glass (right), and q is an integer.  

Photon-plasmon momentum matching is efficient on the whole perimeters of grooves or slits due to radially 

polarized illumination with Laguerre-Gauss (LG) intensity profile [18,19]. The axis of symmetry of grooves and 

slits coincides with the optical axis of the incident LG beam with pure radial polarization and radial beam profile 

of electric field 
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where R is a radius of maximum intensity. Matching the beam diameter with that of grooved or perforated areas 

maximizes efficient use of light energy, that is efficient photon-plasmon coupling on outer edges of grooves or 

slits. Each point of these edges on the backside of the lenses radiates spherical waves, which contribute to the 

focus. 
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 Simulations are performed in cylindrical coordinates with the finite difference time domain (FDTD) method 

using freeware package Meep [20] and in-house body-of-revolution FDTD code [4,19]. Silver is modeled using 

Drude dispersion ( ) ( )[ ]Γ+−= ∞ ip ωωωεωε 2  with the following parameters ε∞ = 3.70, ωp = 13673 THz and Γ = 

27.35 THz [4,19,21]. We use a Cartesian grid of spatial discretization 2 nm. Transmission properties are 

analyzed for the following ranges of lens parameters: silver layer thickness d from 80 to 500 nm, slit width w 

from 20 to 400 nm, lattice constant Λ from 400 to 800 nm, and groove depth h from 10 to 40 nm. Other 

parameters are kept constant: the dielectric cladding thickness p = 10 nm, the fiber core radius r = 5 µm, and, 

dependent on r, the radius of maximum beam intensity R = 1.7 µm. 

3. TRANSMISSION OF NANOLENSES  

Figure 2 shows intensity distributions of plasmons generated on the backside of a grooved lens, shown with a 

solid line with squares, and the Fourier Transform (FT) of the structure geometry of exactly the same lens, 

shown with a dashed line, as a function of the plasmon and structure spatial frequency. According to Eq. 1, the 

frequency matching condition is, in our case of ϕ = 0, entirely dependent on the values of kg provided by the 

profile of the lenses. Thus, relative intensities of generated SPP waves with spatial frequencies kSPP/2π are 

dependent on kg and are the higher the greater is kg intensity in FT of the lens profile. We theoretically predict, 

that incident light in the wavelength range λ of 400 to 800 nm couples most efficiently to SPP waves for 

1/λSPP = 1.86×10
6
 m

–1
 (what corresponds to λ0 ≈ 560 nm in free space) and 1/λSPP = 2.11×10

6
 m

–1
 (λ0 ≈ 500 nm) 

and with smaller efficiency for spatial frequencies greater than 2.3×106 m–1. This is confirmed by an analysis of 

SPP wave intensity on the backside of the lens, where we observe maxima at 1/λSPP = 1.75×10
6
 m

–1
 (λ0 ≈ 570 nm) 

and 1/λSPP = 1.86×10
6
 m

–1
 (λ0 ≈ 500 nm) 

 

Figure 2. Intensity (in arbitrary units) of plasmons generated on the backside of a grooved lens (solid line 

with squares) and the FT of the structure of the same lens (dashed line) as a function of the plasmon and 

structure spatial frequency. 

Once photons are coupled to plasmons on the input sides of the lenses different mechanisms govern transition of 

electron oscillations to the output sides, depending on whether grooves or slits are present. In the lens with 

double sided grooves transmission of light results from resonant tunneling via strongly localized surface 

plasmons in a manner recognized in an early paper of Tan et al. [22]. This coupling of plasmons from grooves 

on the incident surface to ones in grooves on the back surface is shown in Fig. 3a. Transmission through this 
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nanolens, based on resonant tunnelling, reaches 30%. In the case of a lens with slits, increased transmission 

results from coupling light directly to waveguided modes in the slits. It can be further enhanced by properly 

tuning the thickness of the metal film to exploit Fabry-Perot resonances of guided SPP modes in narrow 

channels [23,24], as seen in Fig. 3b. Transmission of light through the second nanolens, dependent on 

waveguided modes, approaches 80%. 

 

Figure 3. Electric energy density distributions in (a) grooves for wavelength λ = 400 nm and in (b) slits for 

λ = 500 nm. (a) Localized plasmons in grooves on the incident side couple via resonant tunneling to plasmons on 

the other side of metal links. (b) In slits energy is transported by waveguided SPP modes, which show 

Fabry-Perot resonances. 

 
Figure 4. Electric energy density in the vicinity of simulated nanolenses (a) with grooves for wavelength 

λ = 400 nm and (b) with slits for λ = 700 nm. 

4. FAR-FIELD FOCUSING PROPERTIES 

A nanolens with double-sided grooves focuses propagating waves in the far-field as was shown in [19]. Here, we 

show that a similar process without contribution of evanescent fields is realized by means of a lens composed of 

multiple concentric annular rings with an on-axis stop. Both lenses are illuminated with radially polarized light 

and generate plasmons uniformly distributed along circumferences of grooves or slits. Deviations from axial 

symmetry of SPPs may only arise from fabrication inaccuracies [21]. Plasmons on the lenses backsides scatter at 

concentric edges. The fields originating at grooves or slits on the backside are of radiative nature and propagate 
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into the far-field, where they contribute to focusing in such a way, that the radial electric field component 

interferes destructively at the axis and its energy flows into the longitudinal component. Because this 

constructive interference takes place in the far-field, where evanescent components will have decayed, the 

transversal dimensions of the focal spots are limited by diffraction. In both cases the mechanism of focus 

formation is similar to that in classical refractive optics, though very different from that in diffractive optical 

elements. Foci formed by these lenses have FWHMs slightly bigger than 0.4λ and their focal lengths depend on 

the wavelength of incident light and range from one to a few λ. Both nanolenses focus LG beams as tightly as 

classical high-NA refractive optical systems. Figure 4 shows electric energy densities in focal regions of both 

lenses. A characteristic separation of foci from the metal surface can be seen, what is very different from 

plasmonic needles observed in other works [9,12]. 

5. CONCLUSIONS 

A free standing 3D silver nanolens with concentric double-sided grooves and no hole on the optical axis is 

illuminated with a radially polarized visible range Laguerre-Gauss beam. The second nanolens is composed of 

annular Ag rings and an on-axis stop which are integrated with an optical fiber and a dielectric antioxidation 

cladding. Both lenses focus light in the far-field into spots of FWHM conforming to the diffraction limit. Their 

focal lengths depend on wavelength and range from one to a few λ. In both cases foci are formed in a similar 

way.  Behind the lenses radial components of transmitted electric field scatter on backside edges of grooves or 

slits, propagate and interfere destructively on the axis. The longitudinal component of transmitted electric field, 

in turn, interferes constructively. Transmission through the continuous nanolens with grooves is based on 

resonant tunnelling and for resonant frequencies reaches 30%. Transmission of light through the nanolens 

composed of rings embedded in a dielectric matrix results from coupling light to waveguided modes in the slits 

and reaches 80%. Both nanolenses concentrate radially polarized LG illumination as tightly as classical high-NA 

refractive optical systems. The proposed nanolenses may be employed for nanolithography [25] and endoscopy. 
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Abstract- In this paper a novel left-handed metamaterial composed of only conducting strips is proposed. 
This symmetrical 2-D isotropic structure shows a controllable super-wide and very low-loss DNG band. The 
negative refraction index and other constitutive parameters are obtained by simulation and parameter retrieval 
algorithm and exhibit good impedance matching to free space. 

 

The proposed Metamaterial is composed of periodic array of perpendicular strips, which is shown in Figure 1(a). 
All dimensions and substrate characteristics are displayed in the caption under Figure 1. Figure 1(b) shows the 
S-parameters obtained by simulating the structure in the commercial Software, CST Microwave Studio. Owing to the 
unit cell symmetry, such a metamaterial is responsive to any linearly polarized incident wave.  

   
                        (a)           (b)  

Figure 1: (a) A layer of the proposed metamaterial; unit cell dimension is 5mm×5mm×2.762mm (as outlined by the square 
dashed line). The Thickness of the substrate is 0.762 mm with 3.5rε =  and . All the strips width is 0.5mm, 

while the gap width is 1mm, (b) Transmission and reflection coefficients versus frequency. 

tan 0.0018δ =

 

Figure 2 shows the real and imaginary parts of effective permittivity, permeability and refractive index, which 
shows more than 5.75GHz DNG pass band, with negligible loss. 
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Figure 2: (a) Permittivity, (b) permeability and (c) index of refraction 
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Abstract—We investigate linear and nonlinear effects induced by the scattering of femtosecond
optical pulses by two-dimensional distributions of metallic cylinders. In particular, by employing
a numerical method based on the multiple scattering matrix algorithm, we demonstrate that,
at both the fundamental frequency and the second-harmonic, such arrays of metallic nanowires
support localized (cavity) surface plasmon-polariton modes with characteristic life-time ranging
from a few femtoseconds to more than a hundred of femtoseconds.

1. INTRODUCTION

During the recent years we have witnessed a rapidly increasing research interest in an emerging
class of electromagnetic materials, the so-called metamaterials. These developments have been
made possible, in part, by significant advances in nanofabrication techniques, which now allows one
to control at nanoscale the geometrical and material structure of nanomaterials. One prevalent idea
that has emerged as a result of these technological developments is that, by carefully engineering
the primary unit cell of a metamaterial, the effective optical properties of the material can be
controlled and tuned as well. Specifically, unlike naturally occuring materials, for which the range
of possible intrinsic configurations of the fundamental building blocks is rather limited and difficult
to modify, a broad variety of artificial metamaterials with a wide spectrum of physical properties
can be fabricated by simply tuning the geometry and material structure of the primary unit cell
of the metamaterial. This approach has lead to the design and experimental demonstration of
metamaterials with new and remarkable functionalities. In particular, magnetically active materials
at terahertz and optical frequencies [1], materials with negative index of refraction [2, 3], and
materials with low index of refraction [4, 5] have recently been demonstrated.

Subwavelength patterning of a metamaterial not only increases the potential for tailoring its lin-
ear physical properties but, equally important, could lead to a significant enhancement of nonlinear
optical interactions [6]. In this connection, of particular importance are metamaterials based on
metallic nanoparticles, as in this case the nonlinear optical interactions are further enhanced by the
excitation of localized or propagating surface plasmon-polariton (SPP) modes. One immediate con-
sequence of the resonant excitation of SPPs is that strong nonlinear optical effects can be achieved
at a moderate optical power. Practical applications based on this effect include surface-enhanced
Ramman scattering [7], enhanced second-harmonic generation (SHG) at metal/dielectric interfaces
[8, 9], and subwavelength, optically active, guiding nanostructures [10].

In a recent theoretical study we have investigated the generation of the second-harmonic (SH)
upon the scattering of monochromatic plane waves by distributions of metallic cylinders [11], the
main conclusion of our study being that the optical response of the system of metallic cylinders is
strongly influenced by the excitation of SPPs. In this paper we extend our analysis to the important
case of the nonlinear optical interaction between ultrashort (femtosecond) optical pulses and arrays
of metallic cylinders. The paper is organized as follows. In Sec. 2 we introduce the physical model
and the mathematical formalism used in our analysis. Then, in Sec. 3, the main results of our
study are presented and discussed. Finally, the main conclusions are summarized in Sec. 4.

2. THEORETICAL APPROACH

Our analysis of the scattering of femtosecond optical pulses by arrays of metallic cylinders relies on
numerical simulations based on the multiple scattering method (MSM) [11, 12]. In our formalism
the optical losses at the fundamental frequency (FF) are due to losses in the metallic cylinders
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only, and therefore the energy transfer from the SH to the FF is neglected. Taking into account
the reduced conversion efficiency of the SHG interaction, this undepleted pump approximation
provides a reliable description of the temporal dynamics of the nonlinear scattering process. To
this end, the time dependence of the electromagnetic field is determined in two steps. In a first
phase, the incident pulse is Fourier transformed in the frequency domain and for each spectral
component the field at both the FF and SH is determined by using the formalism introduced in
[11]. Then, in the second stage, these spectra are Fourier transformed back in the time domain, and
as such one obtains the complete temporal evolution of the fields at the FF and SH. Importantly,
the numerical method developed in [11] allows for both the surface and bulk contributions to the
nonlinear polarization to be taken into account. These two second-order nonlinear polarizations
represent the sources of the optical field at the SH.

The nonlinear polarization that generates the field at the SH can be decomposed in a dipole-
allowed surface component, whose support is the interface between the metallic cylinders and the
background medium, and a bulk component, which is generated by the electric quadrupoles and
magnetic dipoles inside the metal [13]. The surface polarization, Ps(r; 2ω), can be expressed as

Ps(r; 2ω) = ǫ0χ̂
(2)
s : E(r;ω)E(r;ω)δ(r− rs), (1)

where χ̂
(2)
s and E(r;ω), are the surface second-order susceptibility tensor and the electric field at

the FF, respectively. Furthermore, the bulk polarization, Pb(r; 2ω), is given by

Pb(r; 2ω) = α[E(ω) · ∇]E(ω) + βE(ω)[∇ ·E(ω)] + γ∇[E(ω) ·E(ω)], (2)

where α, β, and γ are material dependent parameters. In our numerical simulations we have
considered arrays of Ag cylinders embedded in vacuum, the electric permittivity of the metallic
cylinders being described by the Drude model

ǫ(ω) = ǫ0

[
1−

ω2
p

ω(ω + iν)

]
. (3)

In this relation, ωp and ν are the plasma and damping frequency, respectively. As specific values for
these parameters we have chosen ωp = 1.35×1016 rad/s and ν = 2.73×1013 s−1 [14]. In the case of

nonlinear surface polarization tensor, we have used the values for Ag: χ̂
(2)
s,⊥⊥⊥

= 2.79×10−18 m2/V,

χ̂
(2)
s,‖‖⊥

= χ̂
(2)
s,‖⊥‖

= 3.98 × 10−20 m2/V, and χ̂
(2)
s,⊥‖‖

= 0 [15]. It should be noted that due to the

symmetry properties of the surface nonlinear susceptibility tensor, the SH is generated only if the
incident field is TE polarized, namely, if the electric field of the incident plane wave is perpendicular
onto the cylinders. Since in our previous work [11] we have demonstrated that the contribution of
the surface nonlinear polarization is much larger than that of the bulk polarization, we will neglect
in what follows the contribution of the latter component. Furthermore, for the values of the bulk
polarization coefficients, we have employed the free electron model [16],

α = 0, β = ǫ0
e

2m0ω2
, γ =

β

4
[1− ǫr(ω)], (4)

where m0 is the mass of the electron and ǫr = ǫ/ǫ0 is the relative electric permittivity of the metal.

3. RESULTS AND DISCUSSION

As scattering geometries we consider two sets of metallic cylinders with radius R = 1000 nm,
arranged so as to form a (plasmonic) cavity. Incident onto the set of cylinders is an optical pulse
with a temporal full-width at half-maximum of 150 fs. This pulse can resonantly excite SPP
modes on the surface of the cylinders, at both the FF and the SH. However, since these modes
are tightly confined at the surface of the cylinders they are characterized by large optical losses,
and consequently have a very short lifetime. In this work we demonstrate that a different type
of SPP modes can be excited, namely, cavity SPP modes whose field is chiefly concentrated in
the plasmonic cavity formed by the metallic cylinders. Since these SPP modes are trapped in the
plasmonic cavity they are characterized by a large lifetime and, in addition, the scattering cross-
section of the system does not have a spectral peak at the corresponding frequency. As expected,
however, the absorption cross-section does have a spectral peak at the frequency of the cavity mode.
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Figure 1: The absorption cross-sections spectra corresponding to a set of 4 (solid) and 6 (dashed) cylinders
forming a plasmonic cavity. The radius of the cylinders is R = 1000 nm and the separation distance is
d = 100 nm. Left and right panels correspond to the FF and SH, respectively.

Figure 1 shows the absorption cross-section spectra corresponding to the plasmonic cavities
formed by a distribution of 4 and 6 metallic cylinders. Although there are some similarities be-
tween the two cases, Fig. 1 also illustrates some important differences. Thus, in both cases the
absorption cross-section spectra present a series of peaks, at both the FF and the SH. The wave-
length separation between the spectral peaks decreases with the wavelength, which is explained
by the fact that at smaller wavelengths the incident field can penetrate more easily inside the
plasmonic cavity. As expected, the hexagonal arrangement of metallic cylinders shows a higher
absorption in almost the entire spectral domain considered, when compared to the square cavity,
which is due to a larger area of contact between the electric field and the set of metallic cylinders.
In addition, the more complex geometrical arrangement leads to a larger number of peaks in the
absorption spectra corresponding to the hexagonal distribution of cylinders as compared to the
square one. Furthermore, in both cases, towards the red side of the spectrum the absorption cross-
section at the SH presents a series of strong resonances, which, as we will show, are not induced
by a resonant enhancement of the field at the FF. More specifically, these SPP cavity modes are
not excited directly by the incident optical pulse, but by the surface nonlinear polarization. Im-
portantly, these cavity modes are observed for both distributions of metallic cylinders. A deeper
insight into the physical properties of these SPP cavity modes can be gained by investigating their
temporal dynamics, namely, their characteristic lifetime.

Figure 2 and Fig. 3 summarize our results pertaining to the field distribution of the SPP cavity
modes associated to the square and hexagonal distributions of cylinders, respectively, as well as
the temporal dynamics of these modes. Thus, as can be seen in panels A and B in Fig. 2 and Fig.
3, the resonances at lower wavelengths, in the spectra at the FF, correspond to the existence of
”hot spots” in the spatial distribution of the electric field, which are excited in the vicinity of the
metallic cylinders. As a consequence, this effect leads to a strong optical absorption. The temporal
evolution of the field shows that these resonances have a very short lifetime, which is similar to that
of SPPs excited on a single metallic cylinder. The corresponding lifetime, τr, can be determined
by simply calculating the decay rate at large time of the intensity of the field,

|E(t)| ∼ |E(t0)| exp

(
−

t

τr

)
. (5)

In the spectral region of longer wavelengths this physical picture changes significantly. The FF
field still penetrates inside the cavity, but a large portion of it is scattered into the far field as
radiation. The electric field at the SH, however, is almost entirely contained inside the plasmonic
cavity and, in the case of the hexagonal cavity, most of it is concentrated away from the metallic
interfaces. This spatial distribution of the electric field is directly related to the temporal charac-
teristics of the scattering process. Thus, whereas the field at the FF shows an ultra-fast decay, the
SPP cavity mode at the SH, in the case of the hexagonal cavity, has a lifetime as large as 120 fs.
This behavior can be understood as follows. At large wavelengths the plasmonic cavity does not
support cavity modes at the FF, and therefore the incident field is mostly scattered by the metallic
cylinders. In turn, at the SH, such cavity modes do exist and are excited by the nonlinear surface
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Figure 2: Top panels show the spatial profile of the amplitude of the electric field for the wavelength
λ = 580 nm (A and B correspond to the FF and SH, respectively) and λ = 1420 nm (C and D correspond
to the FF and SH, respectively). Bottom panels show field intensity vs time at a point near the center of
the plasmonic cavity formed by the cylinders.
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Figure 3: The same as in Fig. 2, but for a hexagonal arrangement of cylinders. The operating wavelengths
are λ = 853 nm and λ = 1391 nm (A and B correspond to the FF and SH, respectively), (C and D correspond
to the FF and SH, respectively).

polarization. Furthermore, the field profile at the SH, and consequently the corresponding lifetime
of the mode, is determined by the shape of the plasmonic cavity. More specifically, whereas in
the case of the square cavity the field is chiefly concentrated at the surface of the cylinders, in the
case of the hexagonal cavity most of the field does not interact with the cylinders. As a result,
the lifetime of the SPP mode of the hexagonal cavity is much larger than the lifetime of the mode
excited in the square cavity. Thus, we can conclude that the shape of the actual structure has a
strong influence on the physical properties of the SPP modes excited inside the plasmonic cavity.

4. CONCLUSION

We have employed the MSM formalism, a powerful and versatile numerical method, to study the
temporal dynamics of SPP modes excited inside plasmonic cavities formed by metallic nanowires.
As particular cases of such plasmonic cavities we have considered a set of metallic cylinders arranged
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in a square and hexagonal necklace. The results of our study have shown that the nonlinear
interaction between femtosecond optical pulses and the distribution of metallic cylinders can lead to
the excitation at the SH of SPP cavity modes with lifetime of more than a hundred of femtoseconds.
These results can advance our theoretical understanding of the physical properties of nonlinear
plasmon resonances in metallic metamaterials, and spur future experimental investigations of these
phenomenae.
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Abstract- In this report we will review our recent results on experimental development of hybrid

biosignal-based filters used for metamaterials spectral analysis. We have simulated the signal spectrurn

and computed signihcant features. It is shown that hybrid biosignal-based filters may be effective in

reducing the scattering from acoustic objects and might be applied for signals connected to various

frequency bands and in different data domains spectral analysis.

l.INTRODUCTION
Any obtained signal comprises noise waves, which are connected with both the object of interest and hardware

properties. Noisy signal proved to be more diffrcult to analyze, likewise signal comparison to the standard is

challenging. Existing methods for signal denoising, when processing the signals received by means of

metamaterials requires preliminary noise training, filter sequencing input, smoothing a spectrum 11, 21.

Analogue filters might be applied at the first stage of processing of a signal for the extraction of a range of
frequencies associated with particular object 12, 3l.Although, the lack of filters designed for metamaterials,

confirms that to date the analysis of a signal is intended only for extraction of certain band of a spectrum of a

signal rather than full signal analysis. The presented biosignal-based method allows selecting the significant

features of a metamaterials transformed signal, and makes a decision on a significance of maxima of a signal.

2. HYBRID BIOSIGNAL-BASED METHOI)

The offered method is based on a biosignal based routine, which suppresses insignificant features and extracts

significant in the absence of the aprioristic information on the signal form. The significant features are maxima

which exceeds adaptive threshold e for metamaterials. The biosignal-based filters allows selecting the

significant features of metamaterials transformed signal, and makes a decision on a significance of maxima by

comparing maximum of a signal to the one before the transformation. The average distance ö1 between

maxima in the source and received signal was determined. It was assumed that, if E1 is significant, the signal

form has changed adversely - fluctuations in a signal are strongly displaced:

CountMaxDest

t min I PosMaxSourc€1- PosMaxDesti l.

,tt=1 
t.t,C ou n t rnt ^ s or r r t

8l=
CountMaxDest

(1)
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The distance ö2 between number of frequencies in last significant maximum in a spectrum and quantity of

maxima in the received signal was assessed. It was assumed that, if ö2 is sigrificant, the received signal has

deteriorated, as became less periodic:

6 2 =l PosMm CountMax - CountMaxDest | .

Hybrid biosignal-based filters assume the parametric identification, which utilizes significant maximum of a

signal spectrum:

(2)

(3)
CountMax

xmoa(n) =Ao* f ,ltsin(<P;+a;n), "o,uI'i=l

Where la- displacement, A; amplitlde, qr phase, ro; frequency, 1- quantity of significant maxima.

3. SIGNAL FILTRATION ON A BASIS OF METAMATERIALS SPECTRAL ANALYSIS

Filtration of a signal derived from metamaterials spectral analysis was carried out which allowed

the noise component of a signal and allocation of significant maxima of a signal spectrum (fig. 1).

Figure 1. Sigral filtration on a basis of metamaterials spectral analysis.

Signal decomposition was followed using direct discrete Fourier transform

normalized power spectrum were calculated.

suppresslon

l. Signal decomposition

2. Power spectrum and the normalized power spectrum

3. Significant maxima's and boundaries of a spectrum

4. Bandpass or threshold filtering of a spectrum

5. Sigral reconstruction

Max, PosMax,l CountMax, EndPoint

[4-6]. A power spectrum and the
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Adaptive threshold e for allocation of significant maxima were defined:

llw(k)ll=
I X(DP , k e},N l2-l (4)

N /2-r
I t x&)(
fr=0

It was assumed that significant maxima's of power spectrum exceed adaptive thresholde. Threshold e depends

on the value of the maximum maxima (global maxima) in normalized power spectrum, i.e. if this value is

significant e is greater, if this value is small e is lesser. Threshold e cannot exceed the maximum maxima.

Thus, we select only those maxima's (local maxima's), which have the greatest contribution to a spectrum.

Threshold e is considered adaptive, as it is set under the maximum maxima (global maxima) in the normalized

power spectrum of a particular signal. Moreover, the value of a signal should not be defined by multiplying

threshold, since only significant maxima's are present:

Y(k) ={{,ur, k e {PosMax;}v (N - k) e {PosMaxi}, k . 0S{ i,
else

i el,CountMax. (5)

Where Y(k) - filtered spectrum. Consequently, signal reconstruction using inverse discrete Fourier transform

was performed.

4. EMPIRICAL REALIZÄTION OF' BIOSIGNAL.BASED METHOD

Hybrid biosignal-based filters were realized for 1000 simulations using the experimental results of sigral from

inner retinal functional output and the probability of the correct analysis was of 0.99 comparing experimental

and simulated results.

In figure 2 the filtered signal in time frame is presented, which was obtained using a technique of a threshold

filtration of a signal on the basis of discrete Fourier transform and metamaterials spectral analysis.

Figure 2. Realization of biosignal-based method (A-source signal, B-filtered signal).

Six maxima were used for particular signal extraction. PosMaxSouvgs = (6,17,27,38,49,59) applied and

Time frame, ms Time frame, ms
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distances Et =1 , 62=0 were calculated. Condition Et <et n62<e2 was carried out. Technique

includes all significant maxima and the analogue filter based on metamaterials approach for processing of the

signal, was utilized.

4. CONCLUSIONS
In conclusion, we present numerical simulations and experimental measurements of the hybrid biosignal-based

filters, with particular emphasis on their application for metamaterials-based hardware spectral mode analysis.

The technique is applicable for allocation the precise significant maxima of a signal for an investigated object

and could be applied, when characteristics of noise and the demanded form of a signal are not known or not clear

priori. Thus, the hybrid biosignal-based filters may be effective in reducing the scattering from acoustic objects

and might be applied for signals connected to various frequency bands and in different data domains spectral

analysis.
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Abstract- 1D nano-slits arrays that show extraordinary transmission of light have been fabricated on 

silicon nitride membranes by means of 30keV electron beam lithography process and gold electroplating. 

The electrolytic growth method is a simple and economical technique that allows a careful control of the 

thickness and high fidelity reproducibility of the lithographic pattern. Optical characterization 

techniques have been used to characterize the transmission spectra both at near field and far field. We 

discuss the correlation between the far field and near field optical distribution as a function of the 

polarization of light. Experimental results have been compared with numerical simulation in order to 

elucidate the different modes of propagation light in the nano-slits. 

 

1. INTRODUCTION 

The transmission of light through sub wavelength holes of dielectric materials is governed by diffraction that 

strongly affects both the total intensity and power angular distribution. The radiation transmittance dramatically 

changes when sub wavelength holes or linear grids are periodically organized on noble metallic film. In this case 

an unusual high transmission spectra can be observed. This phenomenon had been reported for the first time in 

1998 by Ebbesen et Al. [1] who called it: Extraordinary Optical Transmission (EOT).  Several following works 

[2-4] have  clearly shown the crucial role the Surface Plasmon Polaritons (SPP) play in EOT. The transmission 

of TM polarized light through subwavelength straights slit apertures has been studied by Pang et al. [4]. They 

have shown that the EOT resonances strongly depends on the geometry of the hole arrays  (as length, depth, 

period and number of slits) and on the propagation of SPP on their patterned surface.  Also light polarization 

plays an important role as shown by Crouse et al. [5] that have reported the case of TE polarized incident light. 

In this case no extended SPP resonances can be excited and EOT can arise from the presence of cavity modes 

inside the slits. Several other studies have investigated and have elucidated the microscopic mechanisms of the 

light propagation [6].  

What is not still clear in literature is the correlation between the far field and near field features of the 

electromagnetic wave propagation. The aim of this paper is to give an example of complete correlation, both 

experimental and simulation, description, microscopic (at near filed) and macroscopic (transmittance) view of 

the EOT. We compare simulated and experimental data for both TE and TM polarizations of light illuminating 
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the simplified and emblematic structure of the 1D periodic metallic grating. We will  revise the different 

propagation modes generating EOT and correlate their presence to features of the transmission spectra. The 

simulations have been performed by using Finite Elements Method (FEM) [7]. This method allows to point out 

the role of the different plasmonic resonances in influencing the transmission properties of the grating. Moreover 

FEM permits a realistic simulation of both near field experimental data, obtained respectively by Scanning Near 

field optical Microscopy (SNOM) technique, and reflectivity.  

In this paper we want also to present our fabrication procedure for the realization of plasmonic 

nanopatterned 1D arrays. As reported in literature, different techniques have been used [8,9] for patterned 

devices realization. The most used technique is Focused Ion Beam (FIB) that directly etches the trenches in a 

noble metallic film. FIB allows a great control of the patterning but it has an extremely low throughput. The 

other most used technique, Electron Beam Lithography (EBL) [4,6], it is always combined with complex 

lithographic processes (dry etching, evaporation and liftoff). In this work, EBL is used in combination with 

electrolytic growth for the fabrication of gold rod arrays on thin Si3N4 membranes. Electroplating growth 

technique allows to obtain high quality structures with good vertical walls regardless of the pattern aspect ratio. 

Silicon nitride membranes are thin and transparent in the Vis/NIR that perfectly match the requirements for a 

precise SNOM and transmittance optical characterization. 

 

2. EXPERIMENTAL METHODS 

The fabrication of EOT membranes requires few step of process: electron-beam lithography; electrolytic 

growth, wet and dry etching. A schematic illustration of the process is reported in Fig. 1. A 1mmx1mm large 

Si3N4 membrane has been fabricated starting from a double-polished Si(100) wafer, where a 100 nm thick Si3N4 

low-stress layer had been previously deposited on both sides. The optical window has been obtained by (dry) 

etching of on the back side Si3N4 film and wet etching (in hot KOH) of the silicon substrate down to the other 

side Si3N4 film. As plating base electrode for the electolytical growth a chromium/gold bilayer (10nm/20nm 

thick) has been deposited on the nitride layer by e-beam evaporation.  

The nanopatterns have been fabricated by Electron Beam Lithography (EBL) technique using a ZEISS 

1540XB Cross-Beam equipped with RAITH ELPHY nanolithography system using 30keV of accelerating 

voltage and a beam probe current of 140pA. A 950 kDa average molecular weight poly(methyl-metacrylate) 

(PMMA) resist had been spun on the substrate with a thickness of 450 nm. After the spin coating, the resist has 

been soft baked at 180 °C on a hot plate for 15 min. A dose of 390 µC/cm
2
 has been used during the exposure. In 

order to maximize the aspect ratio, the whole membrane area has been patterned employing a multi-field writing 

strategy which avoids uncovered transparent borders. Careful field calibration minimized alignment and 

stitching errors between fields.  

After the exposure, a methyl-isobutyl-ketone (MIBK) solution diluted with isopropyl-alcohol (IPA) (volume 

ratio: MIBK:IPA=1:3) had been used for the resist development (1 min at room temperature). After the 

development the resist has been rinsed in pure IPA. Gold electroplating has been realized on the developed 

substrate. The electrolytic bath is a commercial solution from ?? [ritrovare il nome della ditta]. For an optimal 

film growth quality the following condition have been used: the solution Ph was 4.35, at a temperature of 36 

(°C), with a density of gold salts 9.4 (gr/l). The growth has been carried on at a current density of 1 (mA/cm
2
) 

and a growth rate of 10nm/sec. After growth, the remaining resist has been stripped in hot acetone and the base 

plating layer on Si3N4 (Cr/Au bilayer) has to be removed. A two step etching process has been followed: firstly 

the Au layer had been removed by Ar dry etching and then the Cr layer has been removed by wet etching 
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solution based on NaOH and K3Fe(CN)6 and H2O. 

Following these procedure different types of 1D slits gratings patterns have been realized. In this paper we 

will focus our analyses on the sample reported in figure 2. The structure has a period of 500 nm with a slit 

apertures of 250nm. The thickness of the gold walls is 370nm. 

 

3. RESULT AND DISCUSSION 

Experimental far field analyses are based on transmission measurements. They have been performed by using a 

J.A.Woollam Co. variable angle spectroscopic ellipsometer (VASE). The equipment is capable of taking 

measurements over a wide spectral range from 193nm up to 2200nm and its variable wavelength and 

polarization angle of incidence light allow flexible measurements. In particular, our measurements have been 

performed at normal incidence, and the polarization angle has been varied from 0° (tangential component of 

electric filed perpendicular to the slits axis - TM) to 90° (tangential component of electric filed parallel to slits 

axis - TE).  

In figure 3 transmission spectra for the 1D array of gold slits illustrated in figure 2 is reported. As can be easily 

observed in fig.3a, for the s-polarization (TE) a resonant peak is present around 500nm while, as illustrated in 

fig.3b, for the p-polarization (TM), a positive trend in the transmittance spectra is evident starting from 520nm 

and a peak is present at 1000nm. These resonance peals can be explained by two kinds of plasmonic resonances 

[5,6,10]. The first one arises from the coupling of the incident EM field with a periodic metal structure and it 

leads to high near field enhancements and to a strong transmission extinction. The second one is a cavity mode 

resonance which takes place within the slits and it is responsible for the enhanced transmission. The spectrum 

behavior trend actually can be explained in terms of multiple scattering of overlapping surface plasmons on the 

vertical walls of the slits.  These two type of resonances inside the slits have been also analyzed in term of 

electric and magnetic field norm as illustrated in figure 4.  

For TM polarization both the two known type of resonances are evident [6]. The SPP resonance is characterized 

by high EM field enhancement in proximity of the grating (fig.4a). In correspondence of this SPP resonance a 

minimum of transmittance is usually observed. Cavity mode resonance at 1000nm is responsible for the high 

optical transmittance and field concentration inside the slits (fig.4b).  The resonance peak at 530nm observed 

with the TE polarization is representative of a type of resonance different from the classic surface plasmon 

polariton (SPP) one. As referred by Crouse et al. [5], this kind of resonance does not involve SPP excitation 

directly, but it is related to excitation of cavity modes inside the slits.  

Experimental near field analyses have been performed by using Near field Scanning Optical Microscopy 

(SNOM). SNOM analyses have been performed on the sample in order to collect the spatial intensity profile of 

the light emitted from the slits. Figure 5a reports the light intensity as function of the direction along the grating 

(periodicity direction) for our 1D grating. The measurements have been collected by using unpolarized light at a 

distance of few tens of nanometers from the sample.  

As can be seen, two types of peaks are present. The more intense peaks appear to be coherent to the grating’s 

period and correspond to the SPP excited on the top of the grating gold ridges (Fig. 4a). The less intense peaks 

are present between major peaks. In the near field regime, the small peak corresponds to the cavity modes 

excited inside the slits, which is related to the excitation of the evanescent waveguide modes (Fig. 4c). This 

interpretation is further confirmed by a topographic image of the grating (figure 5b). Also in this picture the 

more intense areas correspond to the gold ridges in perfect correlation with the morphologic AFM image 

providing a direct vision of the SPP excitation. The less intense area corresponds, on the contrary, to the light 

244



passing directly through the slits. A FEM simulation of the SNOM image has been also performed in figure 6. 

The experimental results are in fairly good agreement with the FEM simulated data. This result confirms that 

using unpolarized light both the two the SPP and cavity modes resonances. can be excited at the same time 

reinforcing the far field EOT. 

 

4. CONCLUSIONS 

Gratings allowing EOT effect have been fabricated with EBL process on Si3N4 thin membranes. After the EBL 

exposure, structures have been grown by a proper gold electroplating process. Wet etching process have also 

been developed in order to remove the base plating metallic film used as electrode during the electrolytic growth. 

Numerical simulations and optical characterization techniques allow us to measure transmittance spectra and 

validate our fabrication results. A EOT transmittance has been measured, but probably the presence of residual 

base plate affects the efficiency of the structure.  

Experimental data show interesting results on TE polarization transmittance spectra. In fact, a resonance peak 

has been observed. It is not directly related to the SPP excitation, but it is related to cavity modes inside the slits 

of the structure. This give an experimental confirmation of numerical predictions reported in literature [5]. 

SNOM data shows two types of peaks. The more intense corresponds directly to the SPP excited on the gold 

ridges of the grating confirming the active role played by SPP on EOT process. The weaker peak corresponds to 

light directly scattered inside the slits, which is related to the excitation of the cavity modes inside the slits.    
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Figure 1. Steps of the nanofabrication process. 
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Figure 2. Linear 1D array patterned on silicon nitride membranes. 

a) b) 

 

Figure 3. Transmission spectra for 1D array of the gold slits. Dashed line corresponds to FEM simulation data. 

Continuous line refers to experimental data. Figure a) refers to TE polarization; Figure b) refers to TM 

polarization 

 

a) b) c) 

Figure 4. a) TM magnetic field norm at the SPP resonance (corresponding to the wavelength 530nm); b) TM 
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magnetic field norm at the cavity mode resonance (corresponding to the wavelength 1000nm) c) TE electric field 

norm at the cavity mode resonance (corresponding to the wavelength 530nm);. 

 

a) b) 

 

Figure 5. a) SNOM intensity profile of 1D gold slits grating; b) SNOM topographical image of 1D gold slits 

grating. 

The major peaks and the brighter areas corresponds to SPP excitations on the gold ridges of the array while the 

small peaks and darker areas correspond to the light directly scattered inside the slits. 

. 

 

 

 

Figure 6.  FEM simulation of SNOM light intensity profile. 
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Abstract- This paper discusses a new type of wire media based on amorphous ferromagnetic microwires. 
The combination of two effects, namely, a strong dispersion of the effective permittivity in metallic wire 
composites (resonance or plasmonic type) and giant magnetoimpedance effect in wires will result in unusual 
property that an effective dielectric response may strongly depend on the wire magnetization which can be 
changed with external stimuli: magnetic field, mechanical stress and temperature.  
 

1. INTRODUCTION 
 
Artificially structured electromagnetic materials (often referred to as metamaterials) can be designed to have 
specific dispersion properties. In particularly, the effective permittivity of composites with diluted arrays of 
conducting wires show a plasma or resonance like spectra, producing a highly frequency selective (band-gap or 
bandpass) propagation regime [1-4]. In thin wires the currents are constrained with the associated resonances 
determined by the geometrical parameters. Thus, lattices of wires with a diameter of few microns spaced 1 cm 
apart have a characteristic plasma frequency of about 4 GHz. This differs greatly from natural dielectrics, where 
the charge oscillation resonances become important only at optical frequencies. The dispersion properties of wire 
media were used in such applications as beam shaping systems and broadband absorption systems. Recently the 
wire composites gained much attention as systems with negative real part of the effective permittivity to constitute 
the materials with left-handed properties [5]. Recently the concept of wire media as actively tunable dielectrics 
has been put forward, in which the effective permittivity depends on the local magnetic properties of constituent 
wires [6-9].  
 
Adjustability of electromagnetic properties is important for many applications, especially in communication, 
antenna engineering, defense and non-destructive testing. This will be highly needed in realization of 
reconfigurable local network environment, beam steering antennas, and microwave methods of remote sensing 
and control. Several methods were proposed based on biased ferroelectric, ferrite or magnetic composite 
substrates and reconfigurable resonant elements implementing active devices or a system of micro actuators. 
These technologies each have its advantages and limitations such as high power consumption, low operational 
speed, limited frequency band and high cost. In this paper we discuss the development of metamaterials 
containing ferromagnetic microwires, exploiting unique magnetic properties of wires to tune the effective 
electromagnetic parameters in the microwave frequency band.  From this perspective, it is possible to tailor the 
collective response of the wire media by changing the local magnetic properties with external stimuli (magnetic 
field, current, stress, temperature) without changing the structural parameters.  
 
The underlying physical mechanism is based on the combination of the dispersive properties of the wire media 
and the magnetoimpedance (MI) effect [10]. The high frequency impedance of a soft magnetic conductor may 
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experience enormous changes when its static magnetic structure undergoes transformation due to application of a 
magnetic field, stress or temperature. The nominal ratio of the impedance change, called the MI ratio, reaches 
several hundred percents at MHz frequencies [11,12] and about 50-100% at GHz frequencies [13,14] in 
amorphous microwires having circumferential (or helical) anisotropy. The characteristic magnetic fields required 
to cause this impedance change could be quite small, in the range of 1-5 Oe. 
 
The discussed results involve theoretical modeling based on effective medium, measurements of the impedance in 
a single wire as a function of the external dc field at microwave frequencies, and free space measurements of 
reflection/transmission spectra with extracting the effective parameters. We also discuss the feasibility of using 
the magnetic wire composites for such applications as tunable microwave systems and remote sensing. 
  
2. EFFECTIVE PERMITTIVITY OF MAGNTETIC WIRE COMPOSITES  
 

 
Fig. 1. Sketch of wire composites 
 
We consider two types of wire composites as shown in Fig. 1. The composites containing short pieces of 
conducting wires are characterized by a resonance type of the effective permittivity as the wires behave as dipole 
antennas with the resonance at half wave length condition: fres= c/2lε  where l is the wire length, c is the velocity 
of light and ε is the permittivity of matrix. Then, εef becomes negative in some frequency band past the resonance 
and the wave propagation is restricted in this frequency range. If the relaxation in the system is large, the 
dispersion of εef broadens and its real part remains positive. In this case, the bandgap will be essentially eliminated. 
In composites with magnetic wires the relaxation can be controlled by the magnetic properties of wires. This is 
explained as following. When the composite is irradiated by the electrical field e parallel to the wires, this field 
also creates a circular magnetic field h within the wire (the wire axis is denoted as z-axis). At the wire surface, the 
fields e and h are related via the longitudinal component ςzz of the wire impedance tensor: 

                                                            he zzς=                                                                (1) 

Equation (1) should be taken as a boundary condition when solving the scattering problem from a conducting wire. 
In a magnetic wire, the parameter ςzz depends on the circular permeability associated with h. If the interaction 
between the short wire inclusions is neglected, the average polarization η of a wire and the effective permittivity 
εef of the whole composite take simple analytical forms: 
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Here a is the wire radius and k~ is the renormalized wave number depending on the surface impedance in the 

following way: 
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where ck /εω=  is the wave number of the dielectric matrix. In Eq. (3), the polarization η was derived 

assuming that the radiation losses can be neglected in comparison with the magnetic and resistive losses, which is 
reasonable in the case of a moderate skin effect. The renormalization of the wave number in (3) is also essential in 
the same approximation.  

In the case of composites with continuous wires, the dispersion of the effective permittivity corresponds to 
that for a diluted plasma:  
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Different approaches to calculate εef  give slightly varying results for the plasma frequency ωp. Customarily, ωp is 
written as 
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where b is the spacing between the wires. A rigorous approach allowing the determination of ωp and γ was 
proposed in [15], which is based on the solution of the Maxwell equations in the elementary cell and the 
consequent homogenisation procedure to find the averaged electric field and displacement. We extended the 
method for magnetic wires demonstrating that γ is given by 

                                               
)/ln(
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Therefore, for both types of magnetic wires composites the relaxation parameter in the effective permittivity 
spectra depends on the wire impedance. The detailed analysis of the surface impedance in magnetic wires with a 
uniaxial anisotropy valid for any frequency has been developed in [10]. The calculation of the impedance tensor is 
based on the solution of the Maxwell equations inside the wire together with the linearized equation of motion for 
the magnetization vector.  In the approximation of a strong skin effect, the wire longitudinal impedance is given 
by 

                                )sincos(
2

)1( 22 θθμωδς +−=
c

izz                        (7) 

Here μ is the circular permeability with respect to the static magnetization M0, and θ is the angle between M0 and 
the wire axis, δ is the skin depth for μ = 1. Substituting (7) into (3) shows that γ0 increases as a square root of the 
permeability. It is also seen that γ0 depends on the static magnetization angle. However, with increasing the 
frequency well beyond the frequency of ferromagnetic resonance the permeability tends to be unity and the 
dependence on θ vanishes. Therefore, we demonstrated that the dispersion properties of permittivity in magnetic 
wire media depend on the wire internal magnetic structure following the magnetic behavior of the wire impedance 
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(known as magnetoimpedance (MI) effect). 
 

3. MI IN AMORPHOUS WIRES 
 

Thin amorphous ferromagnetic wires of Co-rich compositions having a negative magnetostriction are very popular 
for MI applications. In the outer layer of the wire, an internal stress from quenching coupled with the negative 
magnetostriction results in a circumferential anisotropy and an alternate left and right handed circular domain 
structure. In this case, the circular magnetization processes determining the MI behaviour are very sensitive to the 
axial magnetic field. Along with this, special types of anisotropy as a helical one can be established in the outer layer 
by a corresponding annealing treatment, which is needed to have a stress sensitive MI. Many experimental results on 
MI utilize amorphous wires of (Co1-xFex)SiB compositions with x < 0.06 to decrease the magnetostriction down to 
-10-7 and the characteristic saturation magnetic fields down to few Oe. The wires of the composition Co72.5Si12.5B15 
with larger magnetostriction of -3⋅10-6 are used for stress-impedance (SI) sensors showing the strain-gauge factor of 
nearly 2000  which is more than ten times larger than that of the semiconductor strain gauge. Currently, there are 
basically two methods of wire fabrication techniques. The first one utilises in-water-spinning method for which 
as-cast wires have a diameter of 125 microns. The wires then cold drawn down to 20 - 30 μm, and finally annealed 
under stress to established a needed anisotropy.  The other technique produces amorphous wires in a glass cover   
by a modified Tailor method (referred to as Talor-Ulitovsky method [16]) which is based on drawing a thin glass 
capillary with molten metal alloy. The diameter of the metal core is ranging between 2-50 microns. In this case, 
different temperature expansion coefficients of glass and metal alloy result in a longitudinal tensile stress, which is 
needed for the circumferential anisotropy. The value of this stress and induced anisotropy depends on the wire 
composition and ratio of the metal core diameter to the total diameter. This is a simple one-step process allowing a 
strict control of properties in as-cast state and optimization of the MI characteristics.  For a very thin glass layer, the 
MI ratio reaches 600% for a field of about 1 Oe at a frequency of 10 MHz [11].  The MI behavior for higher 
frequencies is shown in Fig. 2.  With increasing frequency in the GHz range, the MI sensitivity in the low field 
region decreases but still remains very high, nearly 40% for a field of 500 A/m.  
 

 
Fig. 2. Field plots for different frequencies of the real part of the impedance in Co66 Fe3.5B16Si11Cr3.5 amorphous wires with metal 
core radius of 20 μm and glass thickness of 10 μm.  
 
MI in these wires can be made very sensitive to stresses. At MHz frequencies, the effect of tensile stresses (referred to 
as SI effect) results in increase in magnetic anisotropy, which shifts the MI peaks to higher fields [12]. However, in 
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GHz range the tensile stress effect on MI plots becomes very small in wires with the circumferential anisotropy since 
it does not alter the direction of the DC magnetisation (angle θ in equation (2)). To realise high sensitivity of MI to 
stresses at high frequencies, anisotropy should be established in near-axial direction. Annealing and consequent 
cooling under stress can induce such anisotropy in negative magnetostrictive wires.  
 
4. TUNABLE PERMITTIVITY SPECTRA 

 
Combining the dispersion properties of wire media and MI effect it is possible to actively tune  the permittivity 
spectra of arrays of Co-rich microwires by application of a small magnetic field and a stress. The modeling results 
with the external field as a parameter are shown in Fig. 3. It is seen that in the presence of the field the dispersion 
region broadens since the losses are increased in high impedance state of the wires.  
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Fig. 3. Effective permittivity spectra in composites depicted in Fig.1 with the external field as a parameter. 

 

he microwave properties of wire composites were investigated by free space method requiring large samples. The 

igure 4 show the permittivity spectra for short-cut wire composites for different values of the external field. In 

Modelling is performed for wires with a circumferential anisotropy (anisotropy field Hk=500A/m). The 
other parameters are: resistivity 130μΩcm, magnetisation 0.05T, wire radius 20 μm. For (a), b=1cm. For 
(b), l=4cm, p=0.01%. 

 
T
S-parameters were measured in the frequency range of 0.9-17 GHz in the presence of external magnetic field ranging 
up to 3000A/m applied along the wires. The magnetic field was generated by means of a plane coil [9] with turns 
perpendicular to the electrical field in the incident wave. The effective permittivity spectra were deduced from 
S-parameters with the help of Reflection/Transmission Epsilon Fast Model. 
 
F
agreement with the theory, the application of the field broadens the spectra since the wire impedance and losses 
increase. For composites with shorter wires this effect is much less pronounced, since the dispersion range shifts to 
higher frequencies where the wire permeability is nearly unity. The experimental permittivity spectra of composites 
with continuous wires are given in Fig. 5. In the case the strong field dependence is also seen for frequencies below 
and near the plasma frequency. In the presence of the field, the absolute value of the real part of the permittivity is 
reduced favoring the wave propagation. 
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Fig. 5. ef us wires composites (the same wires as in Fig. 4).  The 

 
oncluding, we have demonstrated that the effective permittivity spectra in composites with magnetic wires 
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 4. Real and imaginary parts of εef t wires co for cu ites of length 40 (1) and 20 (2) mm with the field

as a parameter.  Wires of the composition Co66 Fe3.5B16Si11Cr3.5 with metal core radius of 20 μm coated with 10 
μm glass sheath were glued in paper to form 50x50 cm2 samples.  

 
 
 
 
 
 
 
 
 

Real and imaginary parts of ε  for continuo
spacing b=1cm which was also used as the effective sample thickness.  
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showing large magnetoimpedance (MI) effect can be actively tuned applying an external magnetic field. Similar 
effects could be achieved with proper wire systems by applying a stress or changing a temperature. The proposed 
materials can be used as free space filters for secure wireless systems to obtain the desired band-pass or band-gap 
result. The other large area of applications is related with sensory materials. The magnetic wire composites may 
either provide information about the material’s properties (stress, strain, temperature) or change the response in 
the desirable way.  The technology of MI-wire structured composites is cost-effective and is suitable for 
large-scale applications. It could be used for microwave NDT and control in civil engineering. 
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Abstract- The design and the characterization of a tunable double negative metamaterial is proposed in order 

to create a superstrate for beam steering applications in small antennas. The tunable metamaterial is based on 

an omega shaped unit cell and is investigated and validated by waveguide measurements. An appropriate 

loading of the metamaterial unit cell, through the use of a varactor diode, enables to vary the medium index 

of the superstrate in an interesting range. This metamaterial superstrate is then associated to a patch antenna 

permitting to steer the beam in different directions of the elevation plane. 

 

1. INTRODUCTION 

The advance of the wireless telecommunications networks ought heavily to the development of smart antenna 

systems. For a best quality of service, it is necessary to dynamically steer the radiation of the antennas in 

privileged directions and to present nulls in all the other directions for interference minimization. For this purpose, 

phased arrays are a well proven technology; however it doesn't really fit in mobile terminals due to limited space 

availability. We have proposed in [1] the covering of a primary radiating source by a metamaterial superstrate 

having a varying index medium, in order to introduce the beam steering control of the antenna. In this paper, we 

propose to develop the design and the characterization of an actual metamaterial superstrate based on an omega 

shaped unit cell. The tuning of the metamaterial resonators is obtained by varying the gap impedance of the 

omega cell by an appropriate loading through a varactor diode. The details of the metamaterial design are 

presented in the first part of this paper. The geometry is optimized by 3D electromagnetic simulations and the 

medium index is then characterized by microwave measurements performed under a metallic waveguide 

technology. In the second part, we propose a particular configuration associating a patch antenna and the tunable 

metamaterial as a superstrate. The obtained results show an important beam steering capability in accordance with 

the applied biasing of the metamaterial. 

 

2. TUNABLE METAMATERIAL UNIT CELL DESIGN 

The proposed metamaterial is based on a omega shaped unit cell which, was firstly introduced by N. Engheta as a 

pseudochiral medium [2], and later studied for metamaterial applications [3]. This metamaterial unit cell exhibits 

a double negative behavior, as the magnetic and the electric resonators operate in the same frequency band. 

Compared to usual structures such as split ring resonators, omega cells present the advantage to reach a large 

index medium, thanks essentially to its magnetic and electric contributions. 

Fig. 1 shows the omega cell geometry and its dimensions: the magnetic resonator is formed by the metallic split 

ring and the electric resonator is formed by the metallic split strip. To realize this omega cell, both resonators are 

printed on a RT/Duroid substrate characterized by εr =2.2, tanδ =0.00027 and h=0.8mm. The dimensions of the 
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unit cell are optimized in order to operate at 10 GHz, where the global size is around λ0/8. The omega unit cell is 

designed and optimized by means of a 3D electromagnetic simulation, respecting the conditions of the 

homogenization method [4]. The intrinsic parameters of the effective medium (εeff and µeff) are computed from the 

transmission and reflection coefficients. The simulation result presented in Fig. 2 shows for the case of g=0.2mm 

a double negative metamaterial behavior around 10.3 GHz, with a negative medium index of neff =-4. 

 

 

Fig. 1: Geometry of the proposed omega unit cell 

 

Fig. 2: Simulation result of the effective medium index for the proposed unit cell with a gap of g=0.2mm 

 

The gap width is then varied from 0.2mm to 0.6mm in order to illustrate the sensitivity of the gap impedance on 

the medium index. Fig. 3 shows the tendency of the effective medium index to increase with the gap width, as 

much as the working frequency, attaining neff=-9 for g =0.6mm and f=10.65 GHz. The observable differences in 

the medium index and in the operating frequency are related to the small frequency shift between electric and 

magnetic resonances happening in the metamaterial cell during the control of the gap impedance. 

 

   

Fig. 3: Variation of the intrinsic properties of the omega unit cell according to the gap width (effective 

permeability, effective permittivity and effective medium index) 
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For the validation purpose, the omega unit cell is fabricated with different gap widths and characterized under a 

metallic waveguide technology based on a non-standard section of 4x4mm
2
 for the porting of the test slab [5-7]. 

Fig. 4 shows the different realizations - unit cell, waveguide measurement setup - and the S parameters 

highlighting a pass band phenomenon that appears due to an evanescent waveguide mode. 

 

   

Fig. 4: Waveguide measurement setup, unit cell with the non-standard section and the obtained S parameters 

 

The propagation in the evanescent frequency range of the waveguide is only possible if the medium is left handed, 

thus confirming the metamaterial effect of the cell. The tuning of the gap width permits also to control the 

frequency where this metamaterial effect arises. In a second stage of the tuning study, we have loaded the gap of 

the omega cell by an equivalent complex impedance Zd corresponding to the varactor diode model (Fig. 5). As 

such, the obtained near-field cartography demonstrates that the gap is truly the most sensitive position for an 

appropriate control of the resonating structure through the insertion of the variable load. The simulation results in 

Fig. 5 present the real part of the effective parameters (µeff, εeff) when the loading of different capacity values is 

applied. 

 

       

Fig. 5: Omega unit cell loading with a varactor diode and corresponding performances (electric field along the 

structure and effective permittivity) 

 

By a closer electromagnetic analysis, we find that a satisfactory control could be obtained with a varactor diode 

having a variation of 0.1-3pF for a voltage biasing range of 1-20V. Fig. 6 shows the intrinsic parameters obtained 

by the voltage biasing of the chosen varactor diode. At the biasing of 10V, Re(µeff)=-0.3 and Re(εeff )=-1.8. 
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Fig. 6: Intrinsic properties versus the voltage biasing applied to the varactor diode 

 

3. ASSOCIATION OF A PATCH ANTENNA WITH THE METAMATERIAL SUPERSTRATE 

Fig. 7 shows a configuration of the proposed tunable metamaterial used as a superstrate covering a patch antenna. 

The superstrate is formed by 4x4 active cells in the XY-plane and 1 cell along the Z-axis. The dimensions of the 

patch antenna and of the superstrate (LX=16mm, LY=16mm, LZ=4mm) were optimized in order to operate around 

the resonance frequency of the metamaterial cells fr=10GHz. The orientation of the superstrate is chosen in a 

particular way in order to match the electromagnetic excitation requirements of the unit cells with the near field 

radiating of the primary source. Fig. 7 shows also the beam steering behavior according to the variation of the 

capacitive values of the varactor diode. For the case C=0.1pF, the steering angle is around θt =-30°. With an other 

loading of C=3pF, we observe a beam steering around θt=+30°. These results prove the feasibility of the beam 

steering through the tunable metamaterial superstrate added to the simple patch antenna. 

    

Fig. 7: Association of the metamaterial superstrate with a primary antenna source and corresponding beam 

variation for different impedance varactor loading 

 

4. CONCLUSION 

In this work, the design and the characterization of a tunable metamaterial based on the omega unit cell has been 

presented. The experimental results of simulations and measurements have confirmed the tunable double negative 

behavior according to the gap width, the loading impedance and the chosen varactor diode capacitance. An 

implementation of a simple square patch antenna covered with the proposed tunable metamaterial superstrate has 

been fabricated and tested. The radiating pattern of this smart antenna can be steered thanks to the tuning of the 

superstrate over a range of (θt = +/-30°) in the elevation plane. 
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Introduction 
Metamaterials are artificial media that allow tailoring the macroscopic properties of light 
propagation by a careful choice of a microscopic unit cell (called the metaatom) it is made of. 
By controlling the geometrical and material dispersion of the metaatom, novel effects such as 
negative refraction [1-3], optical cloaking [4-9], as well as a series of optical analogues to 
phenomena known from different disciplines in physics could be observed [10-14]. In addition 
to a bi-axial anisotropic (linear dichroism) material response [1-3, 15-17], research was also 
recently extended towards the exploration of metaatoms that affect off-diagonal elements of 
the material tensors (elliptical dichroism) leading to, e.g., optical activity [18-22], bidirectional 
and asymmetric transmission [23-25] or chirality induced negative refraction [26-28]. 
However, despite the possibility to rely on rigorous computations for describing the light 
propagation on the microscopic level of the metaatoms, an enduring problem in metamaterial 
research is the question on how the effective material tensor looks like for a certain 
metamaterial.  
Here a simple and versatile analytical model describing propagation of electro magnetic 
waves in metamaterials is suggested. The model has been developed following classical 
approach of Maxwell equation averaging procedure [29]. This transition from microscopic to 
macroscopic system of Maxwell equations takes into account all peculiarities of carriers 
dynamics under the action of resulted electro magnetic field through the introduction of 
multipole moments which are supposed to be represented as functions of the electro 
magnetic field. There are two main issues which have to be mentioned in connection with the 
use of this approach. First, averaging means consideration of sufficiently large number of 
objects into the volume over the averaging procedure is performed. In case of solid state 
physics it is easily satisfied down to optical wavelengths of several nanometers (a 
wavelength is appeared to be a natural scale for the averaging). Second, the charge 
dynamics is supposed to be expressed as a function of the averaged macroscopic (not 
microscopic!!!) field in order to get self consistent system of equations for the macroscopic 
field. From the other side, it is clear, that charge dynamics is stipulated by a local, 
microscopic field, and the difference between the micro and macro fields has to be somehow 
taken into account.  
Our model is based on the secondary averaging procedure in full analogy with the ordinary 
one, where the nanoplasmonic inclusions are considered as atoms or molecules (are called 
usually metaatoms or metamolecules), and consequently the two above mentioned 
restrictions are to be applied here. The first one (large enough number of metaatoms per 
averaged volume with typical scale of wavelength) is barely satisfied due to the fact that 
typical sizes of the plasmonic inclusions are only 3-5 times less than the respective 
resonance wavelengths. The second one (difference between local and averaged field) has 
not been taken into account at all, in other words, for charge dynamics we did not distinguish 
between local and averaged fields. In contrast with the first limitation, the second one can be 
in principle addressed (through, for example, known Clausius-Mossotti expression), which is 
one of the possible forthcoming extension of the model. In spite of the mentioned 
assumptions, the model turns out to be adequate enough, can be used to gain physical 
understanding of optical phenomena in metamaterials, obey good quantitative 
correspondence with the results of rigorous numerical methods, and is able to predict new 
effects (like metamaterial nonlinearity, see below).  
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The paper consists of the following parts. First, the basic formalism is described; linear 
properties (dispersion relations and effective parameters) are presented and compared with 
the results of rigorous numerical calculations. Second, a new type of nonlinearity, specific for 
certain particular metaatoms, will be analysed based on the results of our model. Third, 
optical activity phenomena for planar metaatoms will be considered and the possibility to 
predict resonance properties is shown.  
 

Linear properties of metamaterials 
The presence of the metaatoms in a dielectric host is described by adding extra charge and 
current distributions in Maxwell equations 
 

                                                                                                         (1) 

 
At this stage, the Maxwell equations are not secondary averaged, and are to be considered 
as a starting point, in analogy with microscopic Maxwell equations in solid state physics 
before averaging and transformation to macroscopic ones. The difference between H and B 
here is stipulated by possible magnetic properties of the host material or metal itself (and 
thus is negligible for sure for the optical frequencies), and the difference between D and E 
reflects their dielectric properties. After formal averaging (again, with all mentioned in 
introduction restrictions) the charge density in the first equation and the current density in the 
second one give rise to the multipole moments according to the common rules  
 
    

                                                                                                                 (2) 
 
 
 
The notation for E, B, D, and H remain unchanged but are considered already averaged over 
large enough volume values to be averaged ones, and respective dielectric and magnetic 
constants, appearing thereafter, are those for the homogenized media. This is the first 
starting assumption of our model. The second one consists of substitution of rather 
complicated plasmon dynamics by set of associated auxiliary charge distribution (see Fig. 1), 
driven by an external electric field. 
 

 

 

 

 

 

 

 
FIG. 1 (a) SRR meta-atom and the intrinsic currents for the fundamental electric (black solid line) and magnetic 
(black dashed line) mode. (b) The associated auxiliary charge distribution (red points) with predefined degrees of 
freedom (black arrows). 
 
The associated auxiliary charge dynamics is described by set of coupled harmonic oscillator 
equations 

div D div B 0
D Brot H j rot E

meta

metat t

=ρ =
∂ ∂= + = −
∂ ∂

0

div D div B 0 div P
D B P 1rot H j rot E j rot M

meta meta

meta metat t t

= ρ = ρ = −
∂ ∂ ∂= + = − = +
∂ ∂ ∂ μ
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                                                                                           (3) 

 
Here rk are micro variables which describe the dynamics of i - th oscillator with eigen 
frequency kω  and damping constant kγ , kpσ  is the coupling coefficient between i - th and l -

th oscillators, (R)E
ur

 is the averaged field as a function of the macroscopic coordinates R
ur

, 

and 
q
m

 accounts for effective charge and mass of plasmons. It is worth noting again, that in 

these equations we use an averaged field (which definitively differs from the local ones), but 
in the current version of our model no correction to local field has been applied.  
With known charge dynamics the dipole, quadruple, and magnetic dipole moments can be 
calculated straightforwardly, and after substitution into Maxwell equations respective 
dispersion relations for plane waves can be found [30]. It has to be pointed out, that the 
quadruple term has to be taken into consideration: due to basic principles [29] it has the 
same order as a magnetic dipole moment. Appearance of the quadruple moment is 
responsible for the multipole nonlinearity, a specific effect in metamaterials, considered in the 
second part.      
Below a comparison of wavevectors and dielectric and magnetic constants calculated from 
analytical model and numerically is presented for Split Ring Resonators (SRR) structure (see 
Fig. 2). The pictures demonstrate pretty well for such inherently approximative model 
agreement.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIG. 2 (a) Comparison of the dispersion relation - numerical model (dashed), analytical model (solid); (b) single 
metamaterial layer (gold SRR) used for the numerical simulation (dimensions in nm); spectral dependence of (c) 
effective permittivity and (d) effective permeability from the multipole model; spectral dependence of (e) effective 
permittivity and (f) effective permeability from the numerical simulations. 
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The phenomenological constants of plasmon dynamics (eigen frequency, damping constant, 
and the coupling coefficient) are specific for each metaatom and are supposed to be found 
experimentally or through comparison with the results of rigorous calculations. This fact 
seems to reduce the universality of the model, but actually it repeats situation in, for 
example, solid state physics where all constants are specific for each material as well.   
 
Multipole nonlinearity of metamaterials 
 
The nonlinearity appears in the model through the quadruple moment, which is comprised of 
multiplication of dynamical variables. In this case the crucial point is the ability to excite 
oscillation in one direction by an electric field, polarized in some another direction. It is clear, 
that this does not take place in any structure: for example, cut wires do not provide the 
required dynamics, while the SRR geometry does. It has to be also noted, that the magnetic 
moment does not contribute to the nonlinear response; the only way to obtain the 
nonlinearity is in consideration of contribution of the quadruple moment (let us repeat again, 
that the quadruple moment has to be taken into consideration as soon as the magnetic 
dipole moment is considered. It is required by basics of macroscopic Maxwell equations 
elaboration procedure [29]).  
The detailed consideration of the nonlinear response of the metamaterials is given in [31]. 
Our model predicts second harmonic generation on the level of 10-8 to pump signal for the 
SRR geometry – see Fig 3. The derived coupled equations for fundamental and second 
harmonics allow us to analyse various parametric effects, including possibility of loss 
compensation using the multipole nonlinearity.  
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 3. Evolution of normalized electric field intensity for (a) the Fundamental Frequency and (b) the Second 
Harmonic as a function of the wave number of the fundamental wave. The red lines indicate the real (dashed) and 
the imaginary part (solid) of the linear dispersion relation.  
 
Optical activity in metamaterials 
 
The optical activity phenomena, which received a significant interest in contest of 
metamaterials recently, can be analysed in framework of the model as well. Starting again 
from the SRR geometry, one can modify the structure in order to get necessarily for optical 
activity asymmetry, how it is shown in Fig. 4.  
The plasmonic dynamics and the electro-magnetic wave propagation are described the same 
way as before, but here we state the problem a bit differently, namely: is it possible after 
modification to use the same constants which have been found for another structure? More 
particular: if we have found the dynamic constants for a SRR, could they be used in order to 
describe L-structure or S-structure? The presented below data in Fig. 5 answer this question 
for L-structure. 
 It is seen that this approach allows us to predict resonance position with rather good 
accuracy. The resonance dips can be predicted much worse, but the coincidence becomes 
again better for cross polarized terms, which are actually of interest at the optical activity 
consideration. The detailed discussion can be found in [32]. 
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FIG. 4  (a) The original SRR structure (left), the first modification, namely the L – structure (center) and the 
second modification, the S – structure (right). 
 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
FIG. 5 The far field structure of the L structure for x (a) and for y (b) polarization. Additionally to the numerical data 
(spheres) and the fitted spectra (solid lines) the predicted spectra incorporating the SRR parameters (dashed-
dotted lines) is plotted. (c), (d) In contrast to the SRR both eigenmodes are excited for each polarization direction, 
simultaneously. The respective numerical cross-polarization contributions (circles) compared with the model 
predicted (dashed-dotted lines) and the fitted (solid lines) values are shown in (e), (f). Note that both figures are 
identical as required for such kind of effective media and are only shown for completeness. 
 

Conclusion 
In summary, an analytical model, allowing the description of various optical effects in 
metamaterials in the frame work of secondary averaged Maxwell equations is presented. The 
model gives excellent agreement with rigorous numerical data for linear dispersion relation, 
gives a tool to prescribe effective dielectric and magnetic constants to a particular 
metamaterial, and predicts their specific nonlinear properties. Moreover, the model 
represents a “building block approach”, where constant being found for one meta structure, 
can be applied to a series of modified structures and predict their linear optical response (for 
example, optical activity) with good accuracy.   
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Abstract- The backscattering echo width of a nihility elliptic cylinder illuminated by an incident 
plane electromagnetic wave is obtained by solving the analogous problem of scattering of the plane 
wave by a dielectric elliptic cylinder of the same size, and letting its refractive index approaches 
zero. Numerical results are obtained for the scattered fields of nihility elliptic cylinder to show its effect 
on the backscattering width. 
 

1. INTRODUCTION 
 
Nihility materials having zero permittivity and permeability have been of interest to many EM researchers, 
recently. Exact solutions to scattering by nihility objects of canonical shapes such as cylinders and spheres have 
already been published in the literature [1-2]. Here, we present an analytic solution to the problem of scattering 
of an incident plane wave from an infinitely long nihility elliptic cylinder, using the method of separation of 
variables. The problem is formulated by expanding the incident, scattered, and the transmitted electromagnetic 
fields corresponding to an analogous dielectric elliptic cylinder in terms of appropriate angular and radial 
Mathieu functions, and a set of expansion coefficients. The incident field expansion coefficients are known, but 
the scattered and the transmitted field expansion coefficients are unknown. The unknown expansion coefficients 
are evaluated by imposing the boundary conditions corresponding to the continuity of the tangential electric and 
magnetic fields at the surface of the dielectric elliptic cylinder.  
In this paper, the solution of the electromagnetic wave scattering by a nihility elliptic is obtained by solving the 
problem of scattering by a dielectric elliptic cylinder and letting the refractive index approaches zero (relative 
permittivity and relative permeability are approximately null-valued). Nihility is unachievable, but it may be 
approximately simulated in some narrow frequency range [1-2]. Nnumerical results are presented as normalized 
echo pattern widths for nihility circular and elliptic cylinders of different sizes, axial ratios and incident angles, 
for both TM and TE polarizations of the incident wave. 
 
2. FORMULATION OF THE SCATTERING PROBLEM 
 
Consider the case of a linearly polarized electromagnetic plane wave incident on dielectric elliptic cylinder at an 

angle iφ  with respect to the positive x axis, as shown in Figure 1. The dielectric cylinder has permittivity 1 and 

permeability μ1 . The semi- major and semi-minor axes of the cylinder are a and b. It is convenient to define the x 
and y coordinates of the Cartesian coordinate system in terms of u and v coordinates of an elliptical coordinate 

system also located at the centre of the cylinder in the form of vuFx coscosh=  and sinh siny F u v= . A 
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time dependence of j te ω  is assumed throughout the analysis, but suppressed for convenience.  The electric field 

component of the TM polarized plane wave of amplitude 0E  is given by 

0 cos( )
0

ijki
zE E e ρ ϕ ϕ−=                                                                                                                               (1) 

where 0k  is the wave number in free space and 1j = − . The incident electric field may be expressed in terms of 

angular and radial Mathieu functions as follows   
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where em
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A are incident field coefficients [3], ( )em o
om

N c  are the normalized incident field coefficients [3],  

Fkc 00 = , F is the semifocal length of the elliptical cross section, ,cosh u=ξ  ,cosv=η emS  and omS are the 

even and odd angular Mathieu functions of order m, respectively, )1(
emR  and )1(

omR are the even and odd radial 

Mathieu functions of the first kind, and emN and omN are the even and odd normalized functions. The scattered 

electric field may be expressed in terms of Mathieu functions as follows 
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where emB and omB  are the unknown scattered field expansion coefficients, )4(
emR  and )4(

omR  are the even and odd 

Mathieu functions of the fourth kind.  Similarly, the transmitted electric field into the inner dielectric layer 
may be written as 

            (1) (1)
1 1 1 1

0 1
( , ) ( , ) ( , ) ( , )t

z em em em om om om
m m

E C R c S c C R c S cξ η ξ η
∞ ∞

= =

= +∑ ∑                                                   (4) 

where 1 1c k F= , 1 1 1k ω μ ε= , and emC , omC are the unknown transmitted field expansion coefficients.  

The magnetic field components inside and outside the elliptic cylinder can be obtained using 
Maxwell’s equation. 

                        
The unknown expansion coefficients in equation (5) can be obtained by imposing the boundary 
conditions at the interface of the cylinder [3]. The TE case can be obtained by using the duality 
principle of the TM case.  
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3. NUMERICAL RESULTS 
 
The obtained numerical results are presented as normalized echo pattern widths for nihility circular and 
elliptic cylinders of different sizes, axial ratios and incident angles, for both TM and TE polarizations 
of the incident wave. To validate the analysis and the software used for calculating the results, we have 
computed the normalized echo pattern widths for PEC and nihility elliptic cylinders of axial ratio 1.001 

[1],  2.0ok a =  and 180o
iϕ = , as shown in Fig. 2.  The agreement is excellent. Fig. 3 shows the echo 

width for nihility elliptic cylinder for both TM and TE cases with an incident angle of 180o
iϕ = . The 

electrical dimensions of the cylinder are 5.2=ako , 1 1.25ok b = . It can be seen that the TM and TE 

cases for nihility cylinders have equal widths.  The nihility cases also have higher echo width values in 
the backward directions when compared to the PEC cases.  Fig. 4 shows a similar case with an incident 

of o
i 90=φ .  

 
4. CONCLUSION 
 
Analytical solution of the electromagnetic wave scattering by nihility elliptic cylinder is obtained for 
TM and TE polarizations. The solution is general where the special case of nihility circular cylinder 
may be obtained by letting the axial ratios approximately equal to 1.0 while the special case of nihility 
strip may be obtained by letting the thickness of the cylinder vanishes (letting the minor axis of the 
inner cylinder approaches zero). It was shown that the echo width for both TM and TE polarizations are 
equal for circular and elliptic nihility cylinders.   
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Fig. 1 Geometry of the scattering problem. 
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Abstract: Analytic solution to the problem of scattering by an infinitely long perfect 
electromagnetic conducting (PEMC) strip is obtained using the method of separation of 
variables. The scattering widths can be enhanced/reduced by choosing appropriate values of 
PEMC admittance.   
 
1. INTRODUCTION 
 
Recently, there has been a lot of interest in the literature on research related to perfect 
electromagnetic conducting objects. Exact solutions to scattering by PEMC objects of many 
canonical shapes such as circular and elliptic cylinders have already been presented [1-2]. In 
this paper, we present an analytic solution to the problem of scattering of a plane wave from an 
infinitely long perfect electromagnetic conducting strip (which is another object of canonical 
shape), using the method of separation of variables. The problem is formulated by expanding 
the incident as well as the scattered electromagnetic fields in terms of appropriate angular and 
radial Mathieu functions and a set of expansion coefficients. The incident field expansion 
coefficients are known, but the scattered field expansion coefficients are to be determined. 
Imposing boundary conditions at the surface of the strip in terms of the PEMC admittance 
parameter M leads to an analytical determination of the scattered field expansion coefficients 
in closed form. 
 
The solution to scattering of a plane wave from a PEC strip is obtained from that of the PEMC 
strip of a corresponding size, in the limit when M goes to plus or minus infinity (The final 
solution has only the even Mathieu functions as the odd Mathieu functions are zero at surface 
of the strip (ξ = 1), while that for a PMC strip is obtained when M = 0 (The final solution has 
only the odd Mathieu functions as the even Mathieu functions are zero at surface of the strip (ξ 
= 1). Nnumerical results are presented as normalized echo pattern widths for PEMC strip with 
different admittance values and incident angles, for TM polarization of the incident. 
 
2. FORMULATION OF THE SCATTERING PROBLEM 

 
Consider the case of a linearly polarized electromagnetic plane wave incident on dielectric 
elliptic cylinder at an angle iφ  with respect to the positive x axis, as shown in Figure 1.  The 
strip has width donated by a . It is convenient to define the x and y coordinates of the Cartesian 
coordinate system in terms of u and v coordinates of an elliptical coordinate system also 
located at the centre of the cylinder in the form of vuFx coscosh=  and sinh siny F u v= . 
A time dependence of j te ω  is assumed throughout the analysis, but suppressed for 
convenience.  The electric field component of the TM polarized plane wave of amplitude 0E  
is given by 

    cos( )
0

ijki
zE E e ρ ϕ ϕ−=                                                                                                     (1) 

where k  is the wave number in free space and 1j = − .  Let the elliptic cylindrical vector 

wave functions N  and 1( )k −= ∇×M N  be defined as 
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                                 ) ( )( ˆ( , , ) ( , ) ( , )i
qm q

i
qm mc z R c S cξ η ξ η=N                                                      (2) 

            ( ) ( ) ' ( ) '1 ˆ ˆ( , , ) ( , ) ( , ) ( , ) ( , )i i i
qm qm qm qm qmc uR c S c v R c S c

kh
ξ η ξ η ξ η⎡ ⎤= −⎣ ⎦M                          (3) 

where q=e,o, qmS and ( )i
qmR  are the even and odd angular and radial Mathieu functions of the 

ith kind, both of m order, respectively, ,coshu=ξ  ,cosv=η ,kFc = k̂ denotes a unit 
vector in the positive k  direction, the prime on S and R denotes their respective derivative 
with respect to v and u, and 2 2h F ξ η= − . 

The incident electric fields may be expressed in terms of (1)
qmN  as  

                                 (1) (1)

0 1

i
em em om om

m m
A A

∞ ∞

= =

= +∑ ∑E N N                                                                 (4) 

where the incident field expansion coefficients are given in [2]. Similarly, the incident 
magnetic fields may be expressed in terms of  (1)

qmM  as  

                                (1) (1)

0 1

i
em em om om

m m

j A A
z

∞ ∞

= =

⎡ ⎤
= +⎢ ⎥

⎣ ⎦
∑ ∑H M M                                                        (5) 

where  z is the wave impedance of the region surrounding the strip. The scattered electric field 
has both co-polarized and cross-polarized field components as the strip is made of PEMC 
material. Thus, the scattered electric field may be expanded in terms of  (4)

qmN  and (4)
qmM  as  

                 (4) (4) (4) (4)

0 1

s
em em em em om om om om

m m
B C B C

∞ ∞

= =

⎡ ⎤ ⎡ ⎤= + + +⎣ ⎦ ⎣ ⎦∑ ∑E N M N M                                (6) 

where emB , emC , omB , omC are the unknown scattered field coefficients. Similarly, the 
scattered magnetic field may be written as  

              (4) (4) (4) (4)

0 1

s
em em em em om om om om

m m

j B C B C
z

∞ ∞

= =

⎛ ⎞⎡ ⎤ ⎡ ⎤= + + +⎜ ⎟⎣ ⎦ ⎣ ⎦⎝ ⎠
∑ ∑H M N M N                          (7) 

The unknown expansion field coefficients may be determined in closed form by imposing the 
tangential boundary conditions at the surface of the strip at 1=ξ   as  
                              ( ) 0i r s i r s

z z z z z zH H H M E E E+ + + + + =                                                (8) 

                             ( ) 0i r s i r s
v v v v v vH H H M E E E+ + + + + =                                                 (9) 

 Substituting the appropriate equations in (8) and (9) and using the orthogonality property of 
the angular Mathieu functions, we obtain  

                 0)1,()1,()1,( )4()1()4( =++ cRMBcRMAcRC
z
j
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om
em
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em
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em

om
em
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em                                       (10) 
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em                           (11)                           

solving for 
om
emB   and 

om
emC   from equations (10) and (11), we obtain  

         em
em

em
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3. NUMERICAL RESULTS 
 
Results obtained are presented as normalized bistatic and backscattering widths for PEMC 
strip of electrical width 2.0ka = , several values of the PEMC admittance M, expressed in 
the form of the dimensionless parameter MZ, defined by tan .MZ θ=  Accordingly, o0θ =  
corresponds to a perfect magnetic conducting (PMC) cylinder while o90θ =  to a perfect 
electric conducting (PEC) strip. Fig. 2 shows the normalized backscattering width versus the 
incident angle for a PEMC strip with electrical width 2.0ka =  and θ  is varied form 0o to 
90o . Figure 3 shows the variation of the normalized bistatic scattering width against the 
scattering angle for the same dimension considered in Fig. 2, at incident angle of 00, and the 
same values of admittance. Fig. 4 is similar to Fig. 3 but the incident angle is 900. 

 
4. CONCLUSION 

 
An analytic solution to the problem of scattering of a plane wave by  PEMC strip has been 
obtained using the method of separation of variables, for the TM case. Results have been 
presented as normalized bistatic and back-scattering widths for strips with different PEMC 
admittance values. It was shown that the backscattering width is enhanced or reduced for 
some specific values of admittance values.  
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Fig. 1 Geometry of the scattering problem. 
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Fig. 2 Normalized backscattering width  against 
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Abstract- We consider a four-layer waveguide structure as an optical waveguide sensor. One of the 
layers is a metamaterial with negative permittivity and permeability. We show that the sensitivity of 
the proposed optical waveguide sensor can be dramatically enhanced by using a metamaterial layer 
between the guiding and the cladding layers. The variation of the sensitivity of the proposed 
waveguide sensor with different parameters of the waveguide is studied.  

 
1. INTRODUCTION  

The non-communication applications of slab waveguides as optical sensors have drawn considerable 
attention in the past few years [1,2]. The use of slab waveguides as optical sensors offers numerous 
advantageous features such as small size, ruggedness, potential for realizing various optical functions on a single 
chip (integration with other optical components), multi-channel sensing etc. In one class of commonly used 
optical waveguide chemical sensors, an analyte (the material to be detected) is placed in the evanescent field of 
the waveguide. As a result, changes take place in the absorption or in the phase of the electromagnetic wave 
propagating in the structure. Measuring this change between the analyte and a reference material is used to 
determine the change in the effective refractive index N of the waveguide structure. The measured change in the 
effective refractive index allows one to determine the refractive index of the analyte through the characteristic 
equation of the optical waveguide structure. Optical waveguide sensors have been used in a wide range of 
applications such as detection of harmful gases (methane, SO2), monitoring pollutants and other compounds in 
water, pH detection, and detection of certain chemicals in blood.  

Recently, the concept of double-negative (negative ε and negative µ) materials has achieved remarkable 
importance due to the exhibition of unusual electromagnetic properties different from the known materials. 
These phenomena are observed in microwave, millimeter-wave, and optical frequency bands. The materials of 
double negativity are called metamaterials or Left-Handed Materials (LHMs). The history of these materials 
begins with the work of Veselago [3], who proposed a medium with simultaneously negative ε and μ and studied 
the propagation of electromagnetic waves in such a medium. Pendry et al [4] presented the artificial metallic 
construction of periodic rods which shows negative permittivity and they also presented a structure of split rings 
which exhibits a negative permittivity [5]. Smith et al [6] constructed a LHM using the combination of periodic 
rods and split rings and they performed many experiments in the microwave range to point out that the nature of 
this material is unlike any existing material. The first experimental investigation of negative index of refraction 
was achieved by Shelby et al in 2001 [7]. The interaction of electromagnetic waves with stratified isotropic 
LHMs was studied by Kong [8]. The theory of LHMs and their electromagnetic properties, possible future 
applications, physical remarks, and intuitive justifications are provided by Engheta in 2003 [9]. Chew [10] 
analyzed the energy conservation property of a LHM and the realistic Sommerfeld problem of a point source 
over a LHM half space and a LHM slab. In 2006, Sabah et al [11] studied the effects of the structure parameters, 
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incidence angle, and the frequency on the reflected and transmitted powers for lossless LHM. The 
electromagnetic wave propagation through frequency-dispersive and lossy double-negative slab embedded 
between two different semi-infinite media was presented in 2007 [12].  

In this work, we show that the sensitivity of the slab waveguide sensors can be dramatically enhanced by 
inserting a layer of left-handed material between the cladding and the guiding layer.  
 
2. THEORY  
We consider a guiding layer with permittivity εf, permeability μf and thickness d1 is sandwiched between a semi-
infinite substrate with permittivity εs and permeability μs and a semi-infinite cladding with permittivity εc and 
permeability μc. An additional layer of metamaterial with negative permittivity εm, negative permeability μm and 
thickness d2 is inserted between the cladding and the guiding layer. All the materials are assumed to be lossless. 
We also consider s-polarized (TE) waves in which the electric field E is polarized along the y-axis. It's 
straightforward to show that the dispersion relation of the structure is given by 
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where  22 ωµεεβγ ccoc −= , 22 ωµεεβγ mmom −= , 22 βωµεεγ −= ffof , and =sγ  22 ωµεεβ sso− . m = 0,1,2,… 

is the mode order and β is the propagation constant in x-direction. 
For the sake of simplicity in the evaluation of the sensitivity, we assume the cladding, the film and the substrate 
are nonmagnetic materials and the permeability of the metamaterial is given by μm = nμo, where n is a negative 

number. We also assume coc qk=γ , mom qk=γ , fof qk=γ , and sos qk=γ , where ko is the free space wave number, 

cc Nq ε−= 2 , mm nNq ε−= 2 , 2Nq ff −= ε , and ss Nq ε−= 2 . To obtain the sensitivity of the proposed 

sensor in a condensed form, we define three normalized effective indices Xs, Xc, and Xm and three asymmetry 
parameters as, ac, and am as  
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In the light of these assumptions, Eq. (1) can be written as 
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In the case of homogenous sensing, the sensitivity is defined as the rate of change of the modal effective index N 

under an index change of the cover nc. The sensitivity 
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∂=2  of the proposed sensor is calculated by 

differentiating Eq. (3) with respect to N. After some algebraic manipulations the sensitivity can be written as 
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As d2 approaches zero, i.e., no metamaterial is available, Eq. (4) reduces to  

                               
)11)arctan()(arctan(1 22

1

sc
cscccc

c

XX
mXXXXaX

a
S

++++++
=

π
                                           (5) 

Eq. (5) gives sensitivity of the conventional three-layer waveguide sensor without the left-handed material.  
To evaluate the enhancement effect due to the left-handed material, we define the sensitivity enhancement factor 

Fen as 
1

2
S

SFen = . 

 
3. RESULTS AND DISCUSSION   

In the analysis below we will assume the guiding layer to be Si3N4 (εf =  4), the free space wavelength to 
have the value 1550nm, and m = 0 which corresponds to the fundamental mode. We will also assume 

cmmc µγµγ −= which corresponds to the surface polariton conditions at the boundary between the metamaterial 
and the dielectric cladding [13]. 

In Fig. 1 the sensitivity of the proposed sensor is shown as a function of the guiding layer thickness d1. 
When the guiding layer thickness approaches the cutoff thickness, the effective refractive index approaches the 
substrate refractive index, the penetration depth of the evanescent field into the substrate medium becomes 
infinite, and the total power of the mode flows mainly in the substrate. In this case the sensitivity of the sensor 
approaches zero. For thick waveguides, the sensitivity decreases to zero again because the power of the guided 
mode flows mainly in the guiding layer itself. The effective refractive index approached the guiding layer 
refractive index. The figure shows that the sensitivities have their maxima between these two limits at waveguide 
thickness somewhat higher than the cutoff thickness of the guided mode considered. Moreover, Fig. 1 shows a 
comparison between the sensitivity of the proposed sensor with the left-handed medium and the sensitivity of 
conventional three-layer waveguide sensors. As can be seen, the presence of the left-handed material can 
considerably enhance the sensitivity.  
The variation of the sensitivity S2 with the thickness of the metamaterial is shown in Figs. 2. The sensitivity 
increases with the increasing of the thickness of the metamaterial. The sensitivity enhancement with the 
thickness of the metamaterial can be interpreted by surface polariton effects: the evanescent wave generated at 
the metamaterial-guiding layer interface excites a surface wave at the metamaterial-cladding interface. The fields 
intensities in both the metamaterial and the cladding keep on building until the boundary conditions of Maxwell 
equations are satisfied for the whole waveguide structure.  
Fig. 3 shows the sensitivity enhancement factor versus the thickness of the left-handed material for different 
values of μm. As can seen, the sensitivity enhancement factor increases with the thickness of the metamaterial 
due to the generation of the surface polaritons as we discussed above. Also for a given metamaterial thickness, 

the sensitivity enhancement factor increases as mµ increases. To obtain a given sensitivity enhancement factor, a 

smaller thickness of the metamaterial is required as mµ increases. 
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                                                                                                         d1(nm) 

Figure 1. Sensitivity versus the guiding layer thickness d1 for a s = 0.62, ac = 0.6, am = -0.5, n = -0.6 and d2 = 80nm for the proposed sensor 

with the metamaterial (solid line) and a conventional three-layer waveguide sensor without the metamaterial (dotted line). 
 

 
                                                                                                d2(nm) 

Figure 2. Sensitivity S2 versus the thickness of the metamaterial d2 for different values of ac,  a s = 0.62, am = -0.5, and n = -0.6. 
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                                                                                                        d2(nm)                         

Figure 3. The sensitivity enhancement factor as a function of the thickness of the metamaterial for different values of n, ac = 0.6, as = 

0.62, and d1 = 400nm. 
 
4. CONCLUSION 

We have analytically proved that the sensitivity of waveguide optical sensors can be enhanced when 
there is a layer of left-handed material between the cladding layer and the guiding layer. We believe that 
metamaterials with simultaneously negative dielectric permittivity and magnetic permeability could be used to 
improve the performance of waveguide chemical and biochemical sensors. 
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Abstract— This paper provides an equivalent circuit model to characterize the electromagnetic
transmission properties of an array of slits sandwiched between a pair of dielectric slabs. The
presence of the dielectric slabs makes the electromagnetic spectrum much more complex than
that without slabs. Fortunately, all the details of the spectrum can be accounted for by adding
appropriate lumped and distributed elements to a previous equivalent circuit presented by some
of the authors, which was valid for free standing diffraction gratings.

1. INTRODUCTION

Since the experimental observation of extraordinary optical transmission through 2-D periodic
arrays of holes in metallic films [1], a lot of effort has been devoted to the analysis of the electro-
magnetic response of a variety of periodically perforated or structured surfaces. As a particular
case, the issue of the transmission properties of slit diffraction gratings (1-D periodic surfaces)
has received a renewed attention in the last few years (see [2, 3] and references therein). Among
the unexpected characteristics of these gratings we can emphasize (i) extraordinary transmission
peaks associated with the periodicity of the structure and (ii) the presence of total transmission
bands with some centered/off-centered transmission dips (provided electrically thick screens and
compound gratings with more than one slit per period are considered). In the Optics frame, these
phenomena were completely accounted for by full dynamic diffraction theories [2]. Although these
theories provide some physical insight into the shape of the transmission spectra, they are complex
and it can be said that they mostly provide a “numerical” explanation. A simple and easy physical
understanding of the problem would be welcome. Fortunately, all the above mentioned phenomena
have also been perfectly explained by the simplified equivalent circuit model reported in [4]. The
equivalent circuit is composed by a simple network of transmission lines and some appropriate
capacitances. When the slit thickness is almost negligible, the only “anomalous” phenomenon that
appears is the expected total reflection due to the Wood’s anomaly, and this is accounted for by the
equivalent circuit model. Nevertheless, if the slitted diffraction grating incorporates the presence
of dielectric slabs in the front and/or back sides of the perforated metal screen, the transmission
spectrum becomes much more complex. This is due to the appearance of new phenomenology; in
particular, new total-reflection and total-transmission effects. In this paper we will present some
modifications of our original circuit model [4] that are able to account for all the details of the
modified transmission characteristics. More specifically, we add a shunt capacitance-loaded trans-
mission line to account for the excitation of possible high-order modes in the dielectric slab.

2. CIRCUIT MODEL

The general structure under analysis consists of a periodic array of slits on a perfect conducting
screen sandwiched between two different dielectric slabs, excited by an impinging TEM wave at
normal incident and with the electric field directed perpendicular to the slits. Due to the symmetries
of the structure and the orientation of the impinging electric field, we can place perfect electric
walls (EW’s) at the middle planes between adjacent slits. The original problem is thus reduced
to a waveguide discontinuity problem, namely, an iris in a parallel plate waveguide (the plates are
any two adjacent EW’s) as shown in Fig. 1. Due to the presence of the dielectric slabs in the
original problem, the waveguide has different dielectric regions at both sides of the discontinuity.
The propagation of the incident, transmitted and reflected TEM waves along the different dielectric
regions can be reproduced by transmission line segments with different characteristic impedances.
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Figure 1: Equivalent waveguide discontinuity problem for normal incidence on a periodic array of slits
sandwiched between two dielectric slabs.

In order to model the effect of the discontinuity, an equivalent circuit is introduced between the
transmission line segments that represent the dielectric regions. The resulting transmission line
model and the equivalent circuit proposed is shown in Fig. 2 and explained next.
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Figure 2: Transmission line and equivalent circuit model for the waveguide problem in Fig. 1.

The characteristic admittance of each transmission line segment that model the propagation of
the TEM mode is given by the wave admittance of the corresponding media, namely

Y
(i)
0 = η−1

i =

√
εri

η0
, (1)

where εri is the relative permittivity of the medium and η0 is the free-space wave admittance. The
equivalent circuit that models the perforated screen consists of a parallel connection of admittances,
each one representing the excitation of high-order modes at one side of the discontinuity (in the
problem under consideration, only even-order TM modes are excited). These admittances are
proportional to the input admittance to the transmission line that represents the propagation of
the corresponding high-order mode. Thus, the admittance associated with the TM2n mode (n ≥ 1)
at the left/right hand side of the discontinuity is given by

Y in,L/R
n = AL/R

n Y (1/2)
n

Y
(0)
n + jY

(1/2)
n tan(β

(1/2)
n d1/2)

Y
(1/2)
n + jY

(0)
n tan(β

(1/2)
n d1/2)

, (2)

where A
L/R
n is a coefficient that accounts for the degree of excitation of the TM2n mode, β

(i)
n is its

propagation wavenumber in the i-th dielectric region and the characteristic admittances Y
(i)
n are

given by the wave admittance of the TM2n mode in the i-th dielectric region, namely,

Y (i)
n =

1

ηi

√
1 − (f

(i)
n /f)2

with f (i)
n =

n
√

εri

c

a
. (3)

In this last equation, f
(i)
n is the cutoff frequency of the n-th high-order mode in the i-th dielectric

region. The cutoff frequency of the TM2 (the first high-order mode) in vacuum is f
(0)
1 = c/a, which

is commonly referred to as the Wood’s anomaly frequency, fW. For high-order modes whose cutoff
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frequencies are well above the highest working frequency, it is easy to show that the corresponding
input admittance behaves approximately as a linear function of frequency. Therefore, they can
be regarded as capacitances. On the contrary, the complete frequency behavior given by Eqs. (2)
and (3) must be taken into account for the admittances associated with high-order modes whose
cutoff frequencies are below (or not far above) the highest frequency of interest (we will refer to
these admittances as “frequency-dependent”). In Fig. 2 it has been assumed for simplicity that
only the first high-order mode (at both the left and right hand side of the discontinuity) has to be
considered as a frequency-dependent lumped element. The remaining higher-order modes (n ≥ 2)
are represented by the “higher-order capacitances” CL

ho and CR
ho, which can in turn be grouped

together as a global capacitance Cho = CR
ho + CL

ho. In general, it is found that a single frequency-
dependent admittance at both sides is not enough to obtain accurate quantitative results. The
number needed may vary depending on the permittivities and thicknesses of the dielectric slabs,
but for practical values it is very rarely higher than three or four. In order to obtain numerical

results using our model, we first need to compute the circuit parameters A
L/R
n and Cho. These can

be obtained from a few values of the scattering parameters provided by some independent full-wave
analysis. For instance, if we are considering two frequency-dependent admittances at the left and
one at the right hand side of the discontinuity, we will need four external values of the scattering
parameters (at four different frequencies) to compute the four circuit parameters. Finally, it should
be pointed out that the validity of the model proposed here is restricted to narrow slits.

3. NUMERICAL RESULTS AND DISCUSSION

In this section we will present some numerical results and interpret them in terms of the proposed
circuit model. To make the discussion clearer, we will consider the case in which only one dielectric
slab is present. Thus, Fig. 3 shows some numerical results of the transmission coefficient for a
periodic array of slits printed on a dielectric substrate. First of all, it should be noted that the
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Figure 3: Transmission coefficient versus frequency for a periodic array of slits printed on a dielectric slab
with relative permittivity εr = 2.2 for different slab thicknesses. The solid lines correspond to the values
obtained with a full-wave numerical code based on the mode matching technique whereas the circles represent
the results obtained with our model.

agreement between the results provided by our circuit model (circles) and those obtained with an
independent code based on mode matching (solid lines) is excellent in all the cases shown. One
feature we can observe in all the spectra shown is that the transmission approaches zero at f/fW = 1
(the usual Wood’s anomaly). In the cases shown in Fig. 3(a), there is an additional transmission
zero at a lower frequency, and a transmission maximum between both transmission zeros. Both
the additional transmission zero and the maximum move to lower frequencies as the dielectric slab
becomes thicker. Fig. 3(b) shows that several alternating transmission zeros and maxima appear
for even thicker slabs. All these features can be easily explained in terms of our circuit model as
follows.

Since only one dielectric slab is present, one of the frequency-dependent admittances in the

model is proportional to the wave admittance of the first high-order mode in free-space, Y
(0)
1 .

According to Eq. (3), this characteristic admittance diverges at f = fW, thus short-circuiting the
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line and causing a total reflection.
The admittance corresponding to the first high-order mode at the dielectric side of the discon-

tinuity will be given by Eq. (2) with n = 1. For frequencies slightly above the cutoff frequency

of the TM2 mode in the dielectric region, f
(1)
1 = c/(a

√
εr), the Y

(1)
1 wave admittance is real and

very large (Y
(1)
1 → ∞ at f = f

(1)
1 ), whereas Y

(0)
1 is capacitive (imaginary and positive). As a

result, both addends in the denominator in Eq. (2) are real and have opposite sign. Taking into

account that Y
(0)
1 → ∞ at f = fW, there is necessarily a frequency value between f

(1)
1 and fW

at which the denominator in Eq. (2) vanishes. As a result, the admittance in the model becomes
infinite and we have an additional transmission zero. At this transmission-zero frequency, the de-
nominator changes its sign so that the admittance becomes inductive. Recalling that the remaining
admittances in the equivalent circuit are capacitive and that the frequency-dependent admittance
at the free-space side diverges at f = fW, we conclude that there is some intermediate frequency
at which the equivalent circuit constitutes a resonant LC tank (open circuit), which explains the
transmission maxima observed in the graphs.

Finally, if the dielectric thickness is large enough, the tangents in Eq. (2) can complete several

periods in the frequency range from f
(1)
1 to fW, thus giving rise to the successive alternating zeros

and maxima observed in Fig. 3(b).

4. CONCLUSION

This work has proposed a simple transmission-line and circuit model for the scattering of a normally
incident plane wave on a metallic screen perforated with periodic slits and embedded in dielectric
slabs. The model provides simple qualitative explanations of the main features of the transmission
spectra of such structures, as well as accurate numerical results. These facts make the proposed
circuit model a very interesting potential tool for the efficient analysis and/or design of slitted
screens with different configurations of dielectric slabs.
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Abstract— The dispersion characteristics of a periodically loaded transmission line is engi-
neered via varying the amplitudes and/or positions of the periodic shunt loads. The band di-
agram of the periodic structure is obtained using two approaches: the Bloch-Floquet approach
and a Green’s function-based approach. The effect of both amplitude and position modulation
on the band diagram is discussed, to provide a step to bandgap engineering of the structure.

1. INTRODUCTION

Periodic structures have wide applications in microwave and optical engineering due to their fre-
quency selective properties and slow wave effect. The periodically loaded transmission line is a
well-known problem that has been investigated in numerous books [1] [2]. Understanding this sim-
ple 1-D structure gives an insight that can be extended to 2-D and 3-D structures [3]. Special
loading of such lines exhibits negative refractive index and negative group delay, which results in
the so-called metamaterial transmission line [4]. The numerical and analytical study of the non-
periodic excitation of periodic structures is a much more complicated problem. In [5], a closed-form
expression for the Green’s function of a periodically loaded transmission line excited by an ape-
riodic source is derived. In [6], the practical excitation of a shielded microstrip line periodically
perturbed by gaps was studied through a numerical implementation of the array scanning method.
The analysis of the periodically loaded transmission line with modulated loads is introduced in
[7] where the effect of step-amplitude modulation is investigated on the dispersion characteristics.
This work studies the effect of load position and amplitude modulation on the band diagram of the
structure. The analysis of such structures provides the first step to engineer the bandgap of the
structure by proper selection of the modulation function and type.

2. ANALYSIS OF PERIODICALLY LOADED TRANSMISSION LINE WITH

MODULATED LOADS

The proposed structure shown in Fig.1 assumes an infinite transmission line loaded with N periodic
shunt loads of normalized susceptance bn and separated by distances pn, to form a super-cell
repeated periodically with a period pb = Np0, where:

bn = b0 + ∆bn, (1)

pn = p0 + ∆pn. (2)

The Bloch-Floquet Theorem Approach: By evaluating and multiplying the ABCD matri-
ces of elements within the super-cell [1], considering pb as the period of the structure, and since the
structure is infinitely long, the dispersion relation may be obtained as the solution of the matrix
determinant equation [1]:

∣

∣

∣

∣

∣

N
∏

n=1

[

(cos kpn − bn

2 sin kpn) j(sin kpn + bn

2 (cos kpn − 1))

j(sin kpn + bn

2 (cos kpn + 1)) (cos kpn − bn

2 sin kpn)

]

−
[

ejβpb 0
0 ejβpb

]

∣

∣

∣

∣

∣

= 0, (3)

where β and k are the propagation constants of the loaded and unloaded line respectively.
The Green’s Function Approach: To provide more physical insight of the problem, the

derivations in [5] and [7] are used to express the voltage along the line in the form:

V (z) =
jkZ0

pb

∞
∑

l=−∞

ḡ(z; kl)s̃0(−kl), kl = β +
2lπ

pb
(4)
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where ḡ and s̃0 are the Fourier transforms of the one dimensional Green’s function and the equivalent
source within the reference period respectively and are given by:

ḡ(z; α) =

∫ ∞

−∞

e−jk|z−z′|

2jk
e−jαz′

dz′ =
e−jαz

α2 − k2
(5)

s̃0(α) =

∫ ∞

−∞
s0(z)e−jαzdz =

N
∑

n=1

−jbnY0V (zn)e−jαzn , zn =
n

∑

l=1

pl. (6)

Substituting in (4), we get

V (z) =

N
∑

n=1

bnV (zn)f(z − zn; β), (7)

where

f(z; β) =
e−jβ(z−ζ)

2

sin k(pb − |ζ|) + sin k|ζ|e−jβpbsgn(ζ)

cos kpb − cos βpb
, ζ < pb (8)

where ζ = mod(z, pb). Then, substituting in (7) at the load positions within the reference period,
we get a linear system of equations

ΛV = 0, (9)

where Λmn = bnf(zm − zn; β)− δmn, Vm = V (zm), and m, n = 1, 2, . . . , N . For non-trivial solution,

the determinant of Λ must equal zero. From this condition the dispersion relation and the null
space vector V are obtained to express the source-free voltage along the line.

3. SPECIAL CASE: TWO STEP-MODULATED LOADS

Taking N = 2, i.e. two loads per period, and assuming amplitude modulation only, it is possible
to determine the stopband edges that appear when βpb equals odd multiples of π , since the off-

diagonal elements of the matrix Λ vanish. In this case, the stopband edges are the solutions of:

(cos kpb + 1 −
b1

2
sin kpb)(cos kpb + 1 −

b2

2
sin kpb) = 0, pb = 2p0 (10)

that are at: b1 tan kp0 = 2 and b2 tan kp0 = 2. Consequently, this bandgap disappears when the
loads are equal, since the two solutions reduce to one solution. When βpb equals even multiples of
π the equation needs to be solved for k numerically, but in general, for load amplitude modulation,
a band edge should appear at kp0 = mπ, m = 0,±1, ±2, . . . [2].

4. RESULTS AND DISCUSSION

To illustrate the effect of amplitude and position modulation on the band structure, consider a
periodic structure with b0 = 1. In Fig.2(a), two amplitude-modulated loads are used with the
following parameters: b1 = 0.5, and b2 = 2. While Fig.2(b) represents two position-modulated
loads with the following parameters: ∆p1 = 0.25p0, and ∆p2 = 0.75p0.

Fig.3 to Fig.5 illustrate the effect of increasing N and changing the modulation function in both
amplitude and position modulated structures.

All figures show that there are N different bandgaps within the range 0 < kp0 < π. The
band diagram in Fig.2(a) shows the creation of a new bandgap, in the region 0 < kp0 < π, in
correspondence with (10), while the second bandgap coincides with the bandgap of the average
unmodulated structure, hence this structure realizes a dual band frequency selective structure. It
is worth noting that this effect may be generalized to larger values of N , since in Fig.3(a) mini
sub-bands are created at βpb = mπ, and grow larger when the differences between the values of the
loads’susceptance increase (Fig.4). This means that changing the modulation function controls the
bandwidths of the bandgaps. Hence, we can design a multi-band frequency selective structure, in
which the main band corresponds to the average unmodulated structure, while the mini sub-bands
correspond to the swing of the modulation function. Similar interpretations are noticed for the
position modulated structure as in Fig.2(b), Fig.3(b), and Fig.5.
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5. CONCLUSION

The dispersion curves of a periodically loaded transmission line with amplitude and position mod-
ulated loads are obtained. The selection of modulation type, modulation function and number of
loads within the period was proved to change the band structure. The obtained results imply the
ability to engineer the bandgap of any periodic structure such as microwave filters, EBG surfaces
and frequency selective surfaces for multi-band applications by changing the design of the unit cell
of the periodic structure.
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Figure 1: The proposed periodic structure. One period pb is loaded by N shunt loads of normalized suscep-
tance bn, pn is the separation between loads, pb = Np0 and pn = p0 + ∆pn.
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(a) Two-amplitude modulated loads.
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(b) Two-position modulated loads.

Figure 2: The dispersion diagrams of a transmission line loaded by: (a) two amplitude-modulated loads
with b1 = 0.5 and b2 = 2, (b) two position-modulated loads with ∆p1 = 0.25p0 and ∆p2 = 0.75p0. The
black and red lines indicate real and imaginary parts of β respectively. The blue line indicates the average
unmodulated structure dispersion curve.
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(a) Amplitude-modulated loads with N = 4.
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(b) Position-modulated loads with N = 4.

Figure 3: Effect of sampling on amplitude and position modulation case using a ramp function. The black and
red lines indicate real and imaginary parts of β respectively. The blue line indicates the average unmodulated
structure dispersion curve. In view of Fig.2, N gaps appear within the region 0 < kp0 < π.
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(a) Ramp function and N = 3.
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(b) Sinusoidal function and N = 3.

Figure 4: Effect of modulation function on amplitude modulation case. The black and red lines indicate real
and imaginary parts of β respectively. The blue line indicates the average unmodulated structure dispersion
curve. In (a) and (b) one gap coincides with the unmodulated average load curve. The mini sub-bands in
(b) are wider than those in (a).
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(a) Ramp function with N = 3.
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(b) Sinusoidal function with N = 3.

Figure 5: Effect of modulation function on position modulation case. The black and red lines indicate real
and imaginary parts of β respectively. The blue line indicates the average unmodulated structure dispersion
curve. The figure shows a multi-band frequency selective behavior depending on the modulation function.
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We examine analytically the propagation of TE-polarized waves in a four-layer slab waveguide 
structure. One of the layers is considered as a Left-handed or metamaterial  with simultaneously 
negative ε and µ. The dispersion relation of such a structure is shown in terms of the normalized 
thickness and the asymmetry factors. The effect of the doubly negative material parameters on the 
propagation characteristics has been examined. The variation of the effective index of the 
structure with different parameters of the layers is studied extensively. A comparison of the 
structure under consideration with the conventional right handed four-layer waveguide structure is 
also shown.  

 
Keywords: Left-handed materials, slab waveguide, effective index, penetration depth. 
 
1. Introduction 
     The process of development of integrated optics devices may comprise four steps. 
First, the function of the device is defined. Second, the architecture of the structure is 
determined. Third, a simulation process of the device is implemented. Fourth, the 
device fabrication and testing are examined. In this article we examine by simulation 
the properties of a four-layer slab waveguide structure which forms the actual 
components of active or passive devices.  
     Much progress has been made in the studies of multilayer optical waveguide due to 
its high importance as a basic guiding structure in integrated optics. Many applications 
have been proposed for the four-layer structure such as lens [1], large optical cavity 
laser [2], thin film taper coupler [3], and thin film waveguide TE-TM mode converters 
[4].  
     Recently, the concept of double-negative (negative ε and negative µ) materials has 
achieved remarkable importance due to the exhibition of unusual electromagnetic 
properties different from the known materials. These phenomena are observed in 
microwave, millimeter-wave, and optical frequency bands. The materials of double 
negativity are called metamaterials or Left-Handed Materials (LHMs). These are hand 
made structures that can be designed to exhibit specific phenomena not commonly 
found in nature. The LHM is a composite material in which both the electric 
permittivity ε and the magnetic permeability µ are simultaneously negative. The 
history of these materials begins with the work of Veselago [5], who proposed a 
medium with simultaneously negative ε and μ and studied the propagation of 
electromagnetic waves in such a medium. He predicted a number of unusual features 
of waves in LHMs, including negative index of refraction, the reversal of Doppler 
effect, and Pointing vector is antiparallel to phase velocity. Pendry et al [6] presented 
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the artificial metallic construction of periodic rods which shows negative permittivity 
and they also presented a structure of split rings which exhibits a negative permittivity 
[7]. Smith et al [8] constructed a LHM using the combination of periodic rods and 
split rings and they performed many experiments in the microwave range to point out 
that the nature of this material is unlike any existing material. The first experimental 
investigation of negative index of refraction was achieved by Shelby et al in 2001 [9]. 
The interaction of electromagnetic waves with stratified isotropic LHMs was 
investigated by Kong [10]. He investigated the reflection and transmission beams, 
field solution of guided waves, and linear and dipole antennas in stratified structure of 
LHMs. The theory of LHMs and their electromagnetic properties, possible future 
applications, physical remarks, and intuitive justifications are provided by Engheta in 
2003 [11]. Chew [12] analyzed the energy conservation property of a LHM and the 
realistic Sommerfeld problem of a point source over a LHM half space and a LHM 
slab. In 2006, Sabah et al [13] presented the reflected and transmitted powers due to 
the interaction of electromagnetic waves with a LHM. They studied the effects of the 
structure parameters, incidence angle, and the frequency on the reflected and 
transmitted powers for lossless LHM. The electromagnetic wave propagation through 
frequency-dispersive and lossy double-negative slab embedded between two different 
semi-infinite media was presented by Sabah et al [14]. Due to the fabrication 
technologies, the LHMs are widely used in filters, absorbers, lens, microwave 
components, and antennas, etc. Furthermore, many researchers continue to study the 
potential applications of LHMs [15-17].  
     In this article, we investigate analytically the propagation of electromagnetic waves 
in a multilayer waveguide structure. A lossless double negative slab is embedded 
between a semi-infinite substrate and a thin film as a guiding layer. The film is 
covered with a semi-infinite cladding. After examining the electric and magnetic 
fields using Helmholtz equation in the four layers, we study the wave penetration 
depth in the cladding and the substrate. The power in different layers is also derived. 
The effect of the doubly negative material parameters on the propagation 
characteristics has been examined. The variation of the effective index of the structure 
with different parameters of the layers is studied extensively. A comparison of the 
physical parameters of the proposed structure with that of the conventional right 
handed four-layer waveguide structure is also shown 

 
2. Characteristic Equation 
     We consider the waveguide structure shown in Fig. 1. It consists of a guiding layer 
with permittivity εf, permeability μf and thickness d3. The semi-infinite substrate has 
permittivity εs and permeability μs and the semi-infinite cladding has permittivity εc 
and permeability μc. An additional layer of Left-Handed material with negative 
permittivity εm, negative permeability μm and thickness d2 is inserted between the 
substrate and the guiding layer. Here we assume all the materials are lossless. We also 
consider the TE waves in which the electric field E is polarized along the y-axis. 
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    z 
                                 cladding (εc , μc) 
                                          Layer 4  
 
 
               d3               guiding layer (εf , μf) 
                                           Layer 3 
 
z = 0                                                                            x 
 
                d2          Left-Handed material (εm , μm)        
                                           Layer 2 
 
 
                                    substrate (εs , μs) 
                                           Layer 1 
 
              Fig. 1. Four-layer planar waveguide structure with layer 2 being left-handed material. 
 
The solutions to Helmholtz equation for TE modes in the four layers are given by 
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where ssos Nk µεγ −= 2 , mmom Nk µεγ −= 2 , 2Nk ffof −= µεγ , 

ccoc Nk µεγ −= 2 , ko is the free space wave number, N is the modal effective index, 
and the constants A, B, C, D, F, G represent the amplitudes of the wave in the layers.  
It is convenient to express the characteristic equation of the optical waveguide in 
terms of the normalized parameters. Thus we begin by redefining the familiar 
normalized parameters commonly used in the three-layer case. We define a 
normalized thickness for layer 2 and layer 3 as 

ssffossffo dkVdkV µεµεµεµε −=−= 3322 ,  (5) 

Layers 1 and 4 have semi-infinite thicknesses and thus need not be normalized. We 
also define the asymmetry factor a and the normalized index b as  
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In addition, we introduce a new parameter which can be called the guiding ratio [18].  
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Matching the tangential components of the E and H fields, the characteristic equation 
of the structure shown in Fig. 1 can be written in terms of the above mentioned 
parameters as,  

πφφ mbV 212 32343 =−−−  (8) 

where 34φ  and 32φ  are the phase shifts at the boundaries above and below the 
principal guiding layer and are defined as  
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3. Penetration Depth  
     The effective guide thickness is an important factor in the dispersion of the 
effective refractive index and in the application of optical sensing. Foreknowing this, 
we first calculate the effective guide thickness from the ray penetrations at the upper 
and lower boundaries of the guiding layer. The penetration of the guided wave from 
the guiding layer into the surrounding media can be written as [19] 
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where )sin(γµε ffN =  and γ  is the angle a ray makes with the normal to the 
boundary as shown in Fig. 2. In terms of the penetrations x2 and x4, the effective guide 
thickness is given by 
 
 
 
                              Layer 4 
 
                                            x4  
                                             
 
 
            d3                                                               deff 
                              Layer 3 
                                  
                                                 x2          γ 
 
           d2 
                              Layer 2 
                               (LHM) 
 
 
                              Layer 1  
 
 
              Fig. 2. Ray diagram illustrating the effective guide thickness deff. 
           

423 xxddeff ++=  (13) 

  and the normalized effective guide thickness can be written as   

ssffeffodkV µεµε −=′3  (14) 

Calculating the derivatives in Eqs. (11) and (12), we get 
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4. Power flow through the waveguide layers  
     In this section we derive the power carried by each layer to fully investigate the 
four-layer waveguide properties when one of the layers is considered to exhibit a 
negative index of refraction. The guided wave power per unit length along x-axis is 
given by  
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where ω is the angular frequency. Using Eqs. (1)-(4) to calculate the integral given by 
Eq. (15), we obtain 
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When the continuity requirement is applied to Eqs. (1)-(4) and their derivatives, the 
following relations between the constants A, B, C, D, F, G are obtained 
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5. Discussion  
     We have carried out the computations of the effective refractive index as a function 
of the guiding layer thickness (d3), the thickness of the LHM layer (d2) and the 
penetration depths (x2 and x4). In our calculations we suppose the cladding to have the 
lowest refractive index and the guiding layer to have the highest one,  μm = -1 and λ = 
630nm. Fig. 3 shows the variation of the effective refractive index with d3. As d3 
approaches the cut-off thickness, the effective index approaches the substrate index ns 
since in this limit all the power of the mode propagates in the substrate. The guided 
mode probes the substrate side only. As d3 increases the confinement of the guided 
wave increases and the effective index approaches the guiding layer index nf. For a 
given d3, the effective index increases as nf increases. Fig. 4 shows a comparison 
between the conventional four-layer waveguide with all the refractive indices being 
positive and the structure under consideration (i.e. Layer 2 is a LHM). It is clear that 
for a given d3 and nf, the conventional waveguide has a higher effective index. This 
behavior can be interpreted as: the evanescent wave generated at the boundary 
between the guiding layer and the LHM layer excites a surface wave at the boundary 
between the LHM layer and the substrate [20,21]. This effect enhances the field in the 
substrate so that the effective index decreases in the structure under consideration 
when compared with the case of four positive-index layers. The effective index as a 
function of layer 2 thickness d2 (thickness of the LHM layer) is shown in Fig. 5. In 
contrary to its behavior with d3, the effective index decreases with increasing d2. Fig. 6 
shows that the effective index decreases with increasing the penetration depths x2 and 
x4 and that it is very sensitive to the penetration depth x4 in the cladding medium. This 
means that the structure under consideration is an eligible candidate for optical 
sensing applications.  
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                                      d3(nm) 
Fig. 3. Effective refractive index versus the guiding 
layer thickness for ns = 1.55, nc = 1.33, nm = -1.6, 
d2 = 100nm, nf = 1.8 (solid line), nf = 1.9 (dotted 
line), and nf = 2 (dashed line). 

 
                                      d3(nm) 
Fig. 4. Effective refractive index versus the 
guiding layer thickness for ns = 1.55, nc = 1.33, nm 
= -1.6, d2 = 100nm, for different values of nf . The 
dashed lines represent the case when layer 2 is an 
ordinary dielectric with positive index and the 
solid lines represent the case when it is LHM. 

 

 
                                      d2(nm) 
Fig. 5. Effective refractive index versus the 
thickness of layer 2 for ns = 1.55, nc = 1.33, nm = -
1.6, nf = 2, d3 = 100nm (solid line), d3 = 150nm 
(dotted line), and d3 = 200nm (dashed line).  

 
                                      x2 and x4  
Fig. 6. Effective refractive index versus the 
penetration depths x2 (solid line) and x4 (dotted 
line) for ns = 1.55, nc = 1.33, nm = -1.65, d2 = 
100nm, nf = 1.8 and d3 = 400nm. 

 
     The electric field configuration for the proposed structure is shown in Figs 7 and 8. 
As can be seen as the thickness of the LHM d2 is increased from 50nm in Fig. 7 to 
100nm in Fig. 8, two maxima arise in the field configuration. Thus the guided wave is 
supported by both of layer 2 and layer 3. Also we notice that the evanescent field 
strength in the cladding is higher in Fig. 8 (d3 = 120nm) than that in Fig. 7 (d3 = 
100nm).  
     The powers P2 in Layer 2, P3 in the guiding layer, and P4 in the cladding as 
functions of the thickness of the LHM layer (d2) are shown in Fig. 9. As d2 increases 
P2 of the LHM increases while the power P4 in the clad decreases. The power P2 
increases on expense of the cladding power. When the LHM layer thickness increases, 
the power concentrates in that layer because it becomes more bulky and nearly 
guiding. The powers P1 in the substrate, P2 in Layer 2, P3 in the guiding layer, and P4 

N  N  

    nf =2 

 nf =1.8 

N  

N  
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in the cladding as functions of the guiding layer d3 are shown in Figs. 10-13. For small 
values of d3 (near cut-off thickness) most of the power flows in the substrate (P1), and 
the powers P2 and P3 have minimum values. As d3 increases, P1 decreases and both P2 
and P3 increase due to the guidance of the wave in these two layers. The power P4 in 
the cladding has the minimum value among the other powers since the refractive index 
of this layer has the lowest value. To increase P4 (power flow in cladding) for some 
applications such as optical sensing, a reverse asymmetry configuration is suggested. 
In this configuration, the index of the cladding is taken to be greater than that of the 
substrate. In this case, the part P4 of the power increases and the part P1 of the power 
decreases. Fig. 14 shows the fraction of total power flowing in the cladding as a 
function of the guiding layer refractive index nf for different values of the refractive 
index of the LHM nm. This fraction decreases with increasing the guiding layer 
refractive index due to the increase of the wave confinement in the guiding layer. For 
a given value of nf, this fraction can be enhanced by increasing the absolute value of 
the refractive index of layer 2 (LHM). 
 

 
                                      z (nm) 
Fig. 7. Electric field configuration for ns = 1.55, nc 
= 1.33, nm = -1.65nf = 2, d2 = 50, and d3 = 100nm.  

 
                                      z (nm)  
Fig. 8. Electric field configuration for ns = 1.55, nc 
= 1.33, nm = -1.65, nf = 2, d2 = 100nm, and d3 = 
120nm. 

 

 
                                      d2(nm) 
Fig. 9. Powers P2 (dashed), P3 (dotted), and P4 
(solid) versus the thickness of layer 2 for ns = 1.55, 
nc = 1.33, nm = -1.82, nf = 2, d3 = 150nm.  

 
                                      d3(nm) 
Fig. 10. Power flow in the substrate P1 as a 
function of the guiding layer thickness for ns = 
1.55, nc = 1.33, nm = -1.82, d2 = 100nm, and nf = 2.  
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                                      d3(nm) 
Fig. 11. Power flow in the layer 2 (LHM) P2 as a 
function of the guiding layer thickness for ns = 
1.55, nc = 1.33, nm = -1.82, nf = 2, and d2 = 100nm. 

 
                                      d3(nm) 
Fig. 12. Power flow in the guiding layer P3 as a 
function of the guiding layer thickness for ns = 
1.55, nc = 1.33, nm = -1.82, nf = 2, and d2 = 100nm. 

 

 
                                      d3(nm) 
Fig. 13. Power flow in the cladding P4 as a 
function of the guiding layer thickness for ns = 
1.55, nc = 1.33, nm = -1.82, nf = 2, and d2 = 100nm. 

 
                                        nf(nm) 
Fig. 14. Fraction of total power flowing in the 
cladding as a function of the guiding layer 
refractive index for ns = 1.55, nc = 1.33, nm = -1.55 
(solid line), nm = -1.6 (dotted line), and nm = -1.65 
(dashed line). 

 
6. Conclusion 
     In conclusion, we have analyzed a four-layer waveguide in which one of the layers 
is a left-handed material (LHM) of simultaneously negative ε and μ. The behavior of 
the effective refractive index with different parameters of the structure is studied and 
analyzed. The electric field configuration in such a structure is shown for different 
cases. The power flow in through the waveguide structure is also shown. We believe 
that structures containing LHMs can improve the performance of various slab 
waveguide devices.      
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Abstract - After several decades pushing the technology and the development of the world the 

electronics is giving space for technologies that use light. We propose and analyze an optical memory 

embedded in nonlinear photonic crystal (PhC), whose system of writing and reading of data is controlled 

by an external command signal. This optical memory is based on optical directional couplers connected 

to a shared waveguide. That device has a small coupling length and can works over the C-Band of ITU 

(International Telecommunication Union).   

 

1. INTRODUCTION 

Electronics can not indefinitely growth. For instance, electronics in modern computers is forced to operate at 

ever-higher frequencies. Hence, these computers are submitted hardware heating, which is a serious problem. 

However, the greater problem is the nodes of optical telecommunication networks, due the even higher 

operational frequencies and bandwidths [1]. We can make the following analogy between Semiconductors and 

PhCs: “The Semiconductors make the electronics and PhCs enable the integrated optical.” We can use nonlinear 

PhC to work with high efficiency in systems using high frequency and large bandwidth. 

The optical memory we are presenting is embedded in a two-dimensional (2D) triangular lattice of air holes with 

radius rb = 0.31a, where “a” is the lattice constant. The vertical layer of the PhC is formed by a cladding of InP 

(n = 3.17), a core of InGaAsP (n = 3.35), and a substrate of InP. This structure can be represented accurately by 

an effective refractive index neff = 3.258.  

Therefore, we have analyzed and proposed an optical memory embedded in nonlinear photonic crystal driven by 

an external command signal.  

 

2. OPTICAL MEMORY DETAILING 

Figure 1 shows the structure of the optical memory. Both couplers share one of their W1 waveguide. The optical 

memory is embedded in a two-dimensional (2D) triangular lattice of air holes. 

(Figure 1)   

Figure 2 shows the dispersion relation of the couplers, where “u” is the normalized frequency (u = a/λ; λ is the 

wavelength) for TE polarized light. The even mode splits into an even-even (e-e) and an even-odd (e-o) mode 

and the odd mode splits into an odd-even and an odd-odd mode. The area where only the (e-e) and the (e-o) 

modes are present is called “quasi-single mode region” [2]. Indeed, the modes in the coupler (supermodes) have 

even and odd symmetries with respect to the plane equidistant from the axis of the waveguides. The inset at the 

top of the graph sketches the “quasi-single mode region. 

(Figure 2) 

If we decrease the radius of the air holes between the waveguides (rc), the difference between the propagations 
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constants become smaller and the coupling length is reduced. However, the bandwidth is reduced too. Moreover, 

with the increasing of the outer border air holes (re) of the two coupled W1, the change in the coupling length is 

not strong, but the bandwidth is not negatively affected. 

Figure 2 shows that the bandwidth for the coupler with rb = 0.31a, rc = 0.19a and re = 0.35a covers the 

normalized frequencies from u = 0.274 to u = 0.286.  As we are interested in working over the C-band of the 

ITU (from 1530nm to 1565nm) we have adopted a = 0.434nm. Hence, the minimal coupling length regarding the 

bar state is Lc = 23.436µm for the whole normalized frequencies band [3].  

Each directional coupler is driven by an external command signal, along the periodic waveguide between the W1 

waveguides in the coupling region. If the command signal is working in the coupling region the refractive index 

decreases (due to the non-linear effects), which causes the increase of the coupling coefficient value. The 

normalized frequency of the command signal is within the PBG, but outside of the C Band of the ITU. This 

signal is inserted in the coupling region, which acts as a periodic waveguide [4]. If the command signal is 

working in the coupling region the refractive index decreases (due to the non-linear effects), which causes the 

increase of the coupling coefficient value. If we consider that the coupler was designed to operate in the bar state, 

the increase of the coupling coefficient should be sufficient to bring the coupler to work in the cross state. The 

normalized frequency of the command signal is u = 0.2194. The wave number of this command signal is located 

very near of the limit of the irreducible Brillouin zone. Therefore, it is within the Photonic Band-Gap (PBG), but 

outside of the 1530 nm – 1565 nm band of the data signals. The calculation of the necessary power should take 

into account the increase of the refractive index in the coupling region[5], which depend on the used PhC 

structure, and on the normalized frequency of the command signal. 
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(1) 
In equation (1) P is the desired optical power of the command signal, n2 is the non-linear refractive index 

(Indium Gallium Arsenide Phosphide (InGaAsP) has n2 ≈ -5.9x10-16m2/W at λ = 1.55 µm [6], E is the electric 

field, is the optical intensity, Aeff is the mode effective area, Vgcw, is the command signal group velocity in a 

conventional axial uniform waveguide, and Vgcr is the low group velocity of the command signal in the coupling 

region (the wave number is located very near of the limit of the irreducible Brillouin zone). The factor of 3 is due 

the cross-phase modulation, which induces an index change twice as strong as self-phase modulation, and 

because the longitudinal confinement of the mode is not uniform [7]. Since our coupler was originally designed 

to works in the bar state, for the coupler with L = nxLc to change from the bar state to the cross state it is needed:  

( )
dnc n

n ββ ∆+=∆
2

12
)(

(2) 

Figure 3 shows the values of the needed differences between the propagation constants of the two supermodes 

for the coupler working in the bar state (∆βd) and in the cross state (∆βc) as well as the value of the increase of 

∆β to change the coupler of the bar state to the cross state depending on the length of the coupler (λ = 1.55 nm). 

(Figure 3) 

We can demonstrate, that to bring the coupler from bar state to cross state we need: 

( ) n
n d

n π
βλ

4

∆=∆ (5) 
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As the group velocity of the data signal is approximately ten times larger than the group velocity of the 

command signal, the transmission rate of the pulses in the transmission line should be calculated assuming that 

its width has a value ten times higher than its real value. 

To obtain the writing of the data signal in the optical memory we need to insert the data signal in the waveguide 

located at the top of the optical memory, at the same time of the command signal. Hence, the coupler change 

from the bar state to the cross state and the data signal is trapped in our optical memory. After insertion of the 

data signal the command signal is removed, so that the coupler reverts back to work in the bar state and the data 

signal is retained in the coupler. 

Plots of the Hz fields of the lowest-order of the TE modes at k very near of the limit of the irreducible Brillouin 

zone (u = 0.2194), which are travelling within the periodic guide is shown in figure 4(a). We can see that the 

electrical field is completely confined in the coupling region. Hence, the increasing of the value of the refractive 

index due the nonlinear effect arises only in the coupling region, where the periodic waveguide is located and 

this command signal influences the process of switching only by modifying of the refractive index. Figure 4(b) 

shows the electric field in the coupling region, which is located in the holes and also in approximately 92% of 

the area of the dielectric in the coupling region. Hence, we can neglect the consequences it causes for the 

resultant ∆neff in the coupling region. 

(Figure 4) 

The Q factor is high for defect resonators and increases with increasing cavity length. It will approach infinity in 

the limit of the infinite cavity length because the photonic crystal waveguide mode below the light line is lossless.  

Taking into account that the W1 shared waveguide has great length, we concluded that the losses due to 

reflections at the ends of this waveguide can be considered negligible. The Q value of the high-Q TE defect 

mode regarding similar PhC structure is 13,000, corresponding to a time period of 2,000 oscillations [8]. So, to 

improve the efficiency of our optical memory, we can use a refresh signal which must have the period equal to 

2000xT, where T is the temporal width of the data signal pulse.  

  

3. CONCLUSIONS 

We have analyzed and proposed an optical memory embedded in a nonlinear photonic crystal, which can acts by 

an external command signal. This optical memory is formed by two directional optical couplers. Each coupler 

shares a W1 waveguide. We can read and write data signal on that optical memory inserting an external 

command signal within periodic waveguide localized in coupling regions. So, among countless other 

applications we can replace the optical memory buffers based in Optical Delay Lines (ODLs) working in 

Wavelength Division Multiplex (WDM) systems and thus greatly improving the efficiency of such systems. 
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FIGURE CAPTIONS 
Figure 1 Structure of the optical memory. 

Figure 2 Dispersion relation of the PhC coupler (even mode and odd mode). 

Figure 3 Values of the needed propagation constants. 

Figure 4 Plots of the fields of the first band of the TE modes within the periodic guide. 
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Abstract- Thick metals are nearly opaque due to high reflectance and the huge third-order nonlinear 
susceptibility of metals is hardly utilized. In the present paper, zero-reflection phenomenon in a thick 
metal (M) slab covered with one-dimensional dielectric photonic crystals (PC’s) (CD)n are studied in 
heterostructures M(DC)n and sandwiched structures (CD)nM(DC)n. Visible-light tunneling modes can 
be realized in M(DC)n or (CD)nM(DC)n in which the optical epsilon-negative medium (metal) are 
paired with the PC that mimics a lossless optical mu-negative medium in the gap region. The 
transmittance as high as 33% and 38% are observed at wavelength of 589 nm for M=Ag, with thickness 
d = 60.2 nm in a heterostructure and d = 83.1 nm in a sandwiched structure, respectively. The 
transmittance is more than 200 times larger than that of a single Ag layer with the same thickness in the 
later case. Possible applications on metal-based nonlinearity enhancement and optical absorber are also 
discussed. 

 
1. INTRODUCTION 

Metals have big third-order nonlinear susceptibilities that are several orders larger than those of 

typical dielectrics. However, metals are epsilon-negative (ENG) materials ( 0<ε , 0>µ ) in visible regions 

below plasma frequencies. Therefore, when the thickness is much larger than the skin depth, the metal 

slabs are opaque since the light is strongly reflected. Because of the very weak field in the thick metal, the 

nonlinear effect is nearly inaccessible. So, how to couple the light into the metal, or realize zero reflection 

at the surface of the metal is a very important problem. One-dimensional (1D) metal-dielectric photonic 

crystals (PCs) composed of the thin metal film and thick dielectrics could be transparent through Bragg 

resonance [1, 2]. But the enhancement of fields in the metal is very limited since the nodes of the electric 

fields should be located in the each metal film. On the other hand, the nano-structured metals can couple 

the light into the metal through the excitation of some kinds of resonance including surface plasmon 

polaritons [3-5]. But the fabrication of nano-structured metals is complicated. Therefore, it is more 

fascinating to induce the light into an unstructured thick metal slabs with no reflection and a strong 

enhancement of the local fields in the metals simultaneously. 

In 2003, people found that the electromagnetic (EM) waves can tunnel through a heterostructure 

consisting of an ENG material and a mu-negative (MNG) material ( 0ε > , 0µ < ) under the impedance and 

the phase matching conditions [6]. The EM fields of the tunneling mode are highly localized at the 

interface of the two kinds of media. Recently, it is found that the all-dielectric PCs may play the role of 

a optical MNG material in the photonic gap [9-11]. Moreover, a tunneling mode can be realized in a 

heterostructure composed of a thick metal slab and a truncated all-dielectric PC that mimics a MNG 

medium [7, 8]. In this paper, we experimentally demonstrate that zero reflection and a strong 

enhancement of local fields can be realized in the metal slab based on the tunneling mechanism. The 

paper is organized as follows. In section 2, we analyze the tunneling mechanism of a metal slab paired 

with a PC in details. In section 3, we discuss some possible applications of zero-reflection metal slabs. 
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Finally, we conclude in section 4. 

 
2. TUNNELING IN A METAL SLAB PAIRED WITH A PHOTONIC CRYSTAL 

In this paper, the all-dielectric PC is denoted by (DC)N where C and D represent different dielectrics. 

N is the periodic number. Normal incidence is considered. In the forbidden gap, the Bloch wave vector K 

of the PCs satisfies the relation Λ+=Λ iiKmK π  [9], where Λ is the thickness of the unit cell and m 

is integer. Moreover, the wave impedance of the PC can be obtained with 

( ) ( )rrZiZZZ ir −+=+= 110
 [10, 11], where 0Z  represents the characteristic impedance of the air 

and r is the reflection coefficient that can be described with φierr ⋅=  in which φ represents the 

reflection phase. When φ belongs to [ ]ππ )22(,)12( ++ mm  and 1≈r , 0iZZ≈< . When N is large 

enough, the wave impedance Z is equivalent of the characteristic impedance and K can be taken as the 

wave vector of the PC with the total thickness of ΛN . So 0iZ <  means the PC have the effect of a 

MNG material. 

On the other hand, metals denoted by M are the natural ENG materials below the plasma frequency. 

The wave vector and characteristic impedance of the metal are ( ) MiMrMM ikkck +== εω  and 

MiMrMM iηηεη +== 1 , respectively, where Mε  denotes the permittivity and the permeability of 

metals is considered to be 1. Firstly, the loss of metals is not considered and MiM ikk =  and MiM iηη =  

are obtained. Based on the above analysis, the zero-reflection condition [12] of the heterostructure 

M(DC)N at entrance face can be obtained as fllows: 
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where Md  is the thickness of the metal slab. In the forbidden gap of the PC, iiKmK +Λ= π  and 

iZZ ≈  so Eq.(1) can be simplified to 

MMii dkNK =Λ , MiiZ η−= .                              (2) 

Equations (2) are similar to the zero-reflection condition for the heterostructure composed of ENG and 

MNG media [6]. At zero reflection, the EM fields are highly localized around the interface of the metal 

and the PC. Considering the loss of metal, though the wave vector and characteristic impedance of the 

metal have minor real parts, the zero reflection at the entrance face can still be realized with appropriate 

parameters.  

 
3. APPLICATIONS OF ZERO-REFLECTION METAL SLABS 

3.1 Enhancement of the transmission 

Based on the theoretical analysis in section 2, we design the heterostructure (CD)NMS and the 

sandwiched structure (CD)NM(DC)NS, respectively, where S represents the substrate. The samples are 

fabricated by an ion-assisted-deposition-based 1300 mm diameter box-type coater system 

(OTFC-1300DBI, Optorun Co., Ltd). The metal M is selected to be silver. The truncated dielectric PC 

is composed of SiO2 (C) and TiO2 (D) whose refractive indices and thicknesses are 443.1=Cn ,  

327.2=Dn [13], nmdC 0.89=  and nmd D 2.55= , respectively. The substrate is BK7 with the 

refractive index 51.1=sn . We firstly fabricate (CD)6MS and (CD)5M(DC)5S. To obtain zero reflectance, 

the thickness of the silver slabs in the former (latter) structure is 60.2 nm (83.1 nm) at the tunneling 

wavelength of 589.01 nm (589.14 nm). Due to the limitation of the spectrophotometer, reflection spectra 

are scanned with the minimal oblique angle 
015  for transverse magnetic (TM) waves. The tunneling 
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modes appear within the first forbidden gap (from 446.5 nm to 604.9 nm) of the PC. Figures 1 (a) and (b) 

give the measured transmittance T at normal incidence and reflectance R at 
15  of TM waves for 

(CD)6MS (denoted by the solid lines) and (CD)5M(DC)5S (denoted by the dashed lines), 
respectively. The measured tunneling wavelength ( 0λ ) at normal incidence are 597 nm for (CD)6MS and 

598 nm for (CD)5M(DC)5S. As shown in Fig.1 (b) under 
15  of incidence for TM wave, the minimal 

measured reflectance are 0.0735 for (CD)6MS and 0.0294 for (CD)5M(DC)5S, respectively. Though the 

reflectance at normal incidence cannot be measured, we can deduce that it is less than the measured 

value under 
15  of incidence and near zero. At the 

wavelength of 597 nm, the maximal measured 

transmittance T=0.3257 for (CD)6MS that is nearly 

25 times larger than that of a single silver slab with 

the same thickness. At the wavelength of 598 nm, the 

maximal measured transmittance T=0.3797 for 

(CD)5M(DC)5S that is about 204 times larger than 

that of a single silver slab with the same thickness.  

 

3.2 Enhancement of the nonlinearity 

Since the local fields are strongly enhanced in the 

metal at the tunneling mode, the nonlinear effect of 

the metal can be greatly boosted. For comparison, we 

theoretically study the nonlinear responses [8] of 

heterostructrue (CD)7M and a 1D metal-dielectric 

PC (CM)7 with the same thickness of metal M, 

respectively, by means of the nonlinear 

transfer-matrix method [14]. C and D denote SiO2 

and TiO2, respectively. Their refractive indices are 

the same to those in Figs. 1 and their thicknesses are 

5.85=Cd  nm and 0.53=Dd nm, respectively. The 

metal is selected to be silver and its linear 

permittivity is described by the Drude model 

)(0.1 22 γωωωε iP
L
M +−=  [2], where Pω =7.2eV, 

γ =0.05eV and γ denotes the damping. The 

dielectric function of silver with nonlinearity is 
2

30 EL
M

NL
M χεεε += , where 

2E  is the intensity 

of electric field. In the following calculations, we 

suppose 
9

3 104.2 −×=χ  esu [15]. The thickness of 

silver is 67.2 nm. The frequency of the tunneling 

mode is 0f =525 THz. In order to realize the same 

resonant frequency, the thicknesses of C and M in 

(CM)7 are 176.96 nm and 9.6 nm, respectively. Figures 2 (a) and (b) show the bistabilities for (CD)7M 

and (CM)7, respectively. in
2E  ( out

2E ) is the intensity of electric field of incident (output) wave. 

inf =520.6 THz and inf ′=485.5 THz are the frequencies of incident wave for (CD)7M and (CM)7, 

respectively. The intensities of critical thresholds for the bistabilities at inf  and inf ′ are 1.17 2cmGW  

and 48.6 2cmGW , respectively. This means the intensity of critical threshold in (CD)7M is reduced by 

Figs. 1 (a) and (b) show the measured T at normal 

incidence and R at 
15  of TM waves for 

(CD)6MS (the solid lines) and (CD)5M(DC)5S (the 

dashed lines), respectively. 

Figs.2 (a) and (b) show the bistabilities for (CD)7M 

and (CM)7, respectively. 
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nearly two orders of magnitude compared to that in (CM)7. The reason is that the average intensity of 

electric field in the silver slab of (CD)7M is nearly 6 times of that in the silver slabs of (CM)7. The strong 

nonlinear effect in the heterostructure with thick metal will play an important role in designing highly 

efferent optical bistable switching and optical diode, etc. 

 

3.3 Enhancement of absorption 

Under tunneling mechanism, the light can also be coupled into the heterostructure and strongly 

absorbed by the lossy metal. We fabricate a heterostructure BM(DC)21S by electronic beam evaporation, 

where M denotes the silver. C and D are SiO2 and TiO2, respectively. Their refractive indices are 

46.1=Cn  and 13.2=Dn , respectively [13]. Their thicknesses satisfy the formula DDCC dndn = , where 

Dd  is 62.68 nm. The protection film B is SiO2 to prevent the silver slab being oxidized in the air and its 

thickness is 50 nm. The substrate S is K9 and its 

refractive index is 1.52. The thickness of silver is 57.71 

nm. Figures 3 (a), (b) and (c) show the measured 

reflectance R, measured transmittance T and 

absorbance A of BM(DC)21S, respectively. The 

absorbance is calculated based on the formula 

A=1-R-T, where T and R are measured directly by a 

UV-Vis-Near IR Spectrophotometer (V-570, Jasco 

Inc). The wavelength of tunneling mode ( 0λ ) is 597.4 

nm. A and R at 0λ  are 0.979 and 0.021, respectively. 

With easy fabrication, this kind of heterostructure 

with thick metal slab that can perfectly absorb light 

will play an important role in many applications 

involving photonic absorption. 

 
4. CONCLUSIONS 

In conclusion, zero reflection at the entrance face of 

the heterostructure or the sandwiched structure with 

thick metal slab and truncated dielectric PC can be realized under the tunneling mechanism. Since the 

EM fields can totally enter the structure and are strongly enhanced in the thick metal, the transmittance, 

the nonlinear effect and the absorption of the thick metal can be greatly boosted. This kind of 

zero-reflection metal will play an impotent role in many applications. 
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Figs. 3 (a), (b) and (c) show the measured R, 

measured T and A of BM(DC)21S, respectively. 
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Abstract – Periodic porous structures offer unique material solutions to thermoelectric applications.  
With recent interest in phonon band gap engineering, these periodic structures can result in reduction of 
the phonon thermal conductivity due to coherent destruction of phonon modes characteristic in phononic 
crystals.  In this paper, we numerically study phonon transport in periodic porous silicon phononic 
crystal structures.  We develop a model for the thermal conductivity of phononic crystal that accounts 
for both coherent and incoherent phonon effects, and show that the phonon thermal conductivity is 
reduced to less than 4% of the bulk value for Si at room temperature.  This has substantial impact on 
thermoelectric applications, where the efficiency of thermoelectric materials is inversely proportional to 
the thermal conductivity. 

 
1. INTRODUCTION 
 Size effects significantly impact phonon thermal transport in micro and nanoscale systems [1].  Thorough 
understanding of such effects is crucial to the understand of thermal transport in micro- and nanosystems and for 
continued advancement of nanoscale applications, such as design and development of novel thermoelectric 
materials [2-5].  In particular, periodic porous structures are known to have strong tunable size effects due to 
increased surface area [6-8].  While electron thermal size effects have been observed on nanometer length 
scales in periodic porous structures [9], phonon thermal size effects have been observed on micron length scales 
[8].  This has substantial impact on phonon transport in phononic crystal structures, which can provide efficient 
material solutions for thermoelectric applications [10].   
 In this paper, we numerically study phonon transport in periodic porous silicon phononic crystal structures.  
In Section 2, we develop a model for the phonon thermal conductivity of bulk Si based on the measured phonon 
dispersion.  We then modify the phonon dispersion to include phononic band gaps from 1 GHz – 500 GHz, 
1GHz – 1 THz and from 1 GHz – 4 THz in Section 3, and show that a reduction in thermal conductivity due to 
these “coherent” band gap effects can arise solely from the modified phonon dispersion due to the phononic 
band gap.  Considering incoherent phonon scattering mechanisms and the porosity of the phononic crystal 
structure, the predicted thermal conductivity of the Si phononic crystal can decrease to less than 4% of that of 
bulk Si, as discussed in Section 4.  Since the efficiency of thermoelectric materials is evaluated by the 
Thermoelectric Figure of Merit, Z, which is inversely proportional to the thermal conductivity, κ , phononic 
crystals show promise as novel thermoelectric solutions. 
 
2. THERMAL CONDUCTIVITY MODEL 
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 To model the thermal conductivity of a Si phononic crystal, we must determine the various phonon 
scattering times that contribute to the phonon conductivity in Si.  For this, we use a procedure to determine the 
thermal conductivity similar to that outlined by Holland [11, 12].  The thermal conductivity is given by 
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where   is the reduced Planck’s constant, ( )qω  is the phonon dispersion, Bk  is the Boltzmann constant, T  

is the phonon temperature, ( ) ( ) qqqv ∂∂= ω  is the phonon group velocity, ( )qτ  is the scattering time of the 

phonons, q  is the wavevector, and the thermal conductivity, κ  is summed over j = 3 modes (one longitudinal 
and two transverse).  To evaluate this expression, we must determine the Si dispersion and scattering times.  
We use measured Si dispersion data in the (100) direction [13, 14] and fit the data to a 4th degree polynomial for 

an analytical expression for ( )qω  and ( ) ( ) qqqv ∂∂= ω  [12]; we assume a doubly degenerate transverse 

branch.  In bulk Si, phonon scattering is dominated by Umklapp scattering, impurity scattering, and boundary 
scattering.  These scattering times are given by [15] 
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where B, C, D, and E are constants determined by fitting Eq. (1) to data.  Equations (2) – (4) are related to the 
phonon scattering time in Eq. (1) via Matthiessen’s Rule, so that  

 ( ) jboundaryjimpurityjUmklappj q ,,,

1111
ττττ

++= . (5) 

Given Eq. (5) with Eq. (1), the thermal conductivity of Si is calculated and the coefficients in Eq. (2) – (4) are 
iterated to achieve a best fit with measured data on bulk Si [16].  The fit to the data is shown in Fig. 1. 
 
3. COHERENT EFFECTS ON THE PHONONIC CRYSTAL THERMAL CONDUCTIVITY 
 With all the parameters determined for the case of bulk Si, we now modify the phonon dispersion to imitate 
reflection or blocking of certain frequencies expected in the phononic crystal.  We consider the 3 different cases 
of modified phonon dispersion: Case a – blocked frequencies from 1 GHz – 500 GHz; Case b – blocked 
frequencies from 1GHz – 1 THz; and Case c – blocked frequencies from 1 GHz – 4 THz.  Figure 2a shows the 
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calculations of the thermal conductivity of Si using Eq. (1) with these modified dispersion relations over a wide 
range of temperatures (10 – 1,000 K).  Figure 2b shows the fraction of the “bulk” (unmodified dispersion) 
thermal conductivity for each of the three cases in the temperature regime of interest for thermoelectric devices 
in most terrestrial microelectronic applications (100 – 500 K).  The reduction in thermal conductivity due to 
blocking certain phonon frequencies is apparent, especially at lower temperatures.  At room temperature, 
significant reduction is realized by blocking longitudinal and transverse modes up to 4 THz. 
 A useful exercise is to analyze the spectral contribution to the thermal conductivity to evaluate why 
blocking certain phonon states will cause a reduction in thermal conductivity [17].  The spectral contribution to 
thermal conductivity is given by [12]  
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Here the transverse spectral thermal conductivity is multiplied by 2 since we assume doubly degenerate 
transverse branches.  Figure 2c shows the fraction of the total spectral thermal conductivity at 300 K for a bulk 
Si dispersion and the three cases of dispersion modification (Cases a, b, and c).  This fraction is defined as 

∑∑
j

jj
ω

ωω κκ ,, .  In bulk Si, the contribution from the transverse modes is much greater than that from the 

longitudinal modes below 4 THz.  As the phononic bandgap increases, the dominant phonon frequencies 
participating in transport increase.  Blocking up to 4 THz eliminates nearly all of the transverse phonon modes, 
which explains the large decrease in the thermal conductivity seen in Figs. 2a and b. 
 
4. INCOHERENT EFFECTS ON THE PHONONIC CRYSTAL THERMAL CONDUCTIVITY 
 We now turn our attention to the effects of incoherent, classical scattering from the geometry of the 
phononic crystal.  Our crystal will have periodic “holes” or large vacancies that are arranged to block the 
various phonon frequencies.  Therefore, further reduction in thermal conductivity will occur from classical 
boundary scattering along with reducing the amount of bulk material in the crystal (i.e., the porous nature of the 
phononic crystal).  To simulate this, we consider the approach to analyzing a porous nanowire matrix discussed 
by Hopkins et al [9].  In this approach, we introduce an addition boundary scattering mechanism in Eq. (5), 
given by  

 
( )
L
qv j

jringporescatte

=
,

1
τ

 (7) 

where L is linear distance between scattering sites.  Note that this differs from Eq. (4) since L is not a fitting 
parameter.  The thermal conductivity is then calculated by adding Eq. (7) into Eq. (5), and calculating the bulk 
thermal conductivity via Eq. (1). 
 Now, let’s consider the effects of boundary scattering for the phononic crystals discussed in this work.  The 
scattering sites are the voids in the Si crystals that occur at periodic distances, so mathematically we treat them 
similar to grain boundaries via Eq. (7) [18, 19].  We estimate the center-to-center spacing of the vacancies in the 
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phononic crystal as fva π= , where v is the average speed of sound in Si, which we estimate as v = 6,545 m 

s-1 by averaging the zone center phonon velocities of the longitudinal and transverse branches [20], and f is the 

upper limit of the phononic band gap.  Assuming ar  = 0.4, which is a reasonable ratio of the vacancy radius, 

r, to the center-to-center spacing for a Si phononic crystal with evacuated periodic inclusions [10], the linear 
distance between the scattering sites (edges of the periodic vacancies) is estimated as raL 2−= .  Therefore, 
the scattering distances for Cases a, b, and c are L = 8.2, 4.1, and 1.0 nm, respectively.   
 Finally, we consider the thermal conductivity reduction due to physically removing areas of the crystal to 
create the phononic lattice.  This can be modeled as a reduction due to porosity; to calculate the effects of the 
porosity, we use the effective medium approximation derived by Eucken for a solid with cylindrical pore 
inclusions given by [21] 

 
p

p
s

r

3
21

1

+

−
=

κ
κ

 (8) 

where sκ  is the thermal conductivity of the corresponding solid assuming no porosity (i.e., Eq. (1) with Eqs. (5) 

and (7)), rκ  is the resultant thermal conductivity of the porous structures, and p is the porosity.  For a square 

phononic crystalline lattice with ar  = 0.4, we estimate the porosity from geometrical considerations as p = 

0.64.  This approach of accounting for the thermal conductivity reduction due to porosity has been validated in 
periodic porous Si films [12]. 
 Using Eq. (8), with Eqs. (7) and (5) in Eq. (1), we calculate the thermal conductivity of a Si phononic 
crystal accounting for coherent and incoherent effects for the three cases.  The resulting thermal conductivity as 
a function of temperature is shown in Fig. 3a, and the corresponding fraction of the bulk thermal conductivity for 
each case is shown in Fig. 3b.  We have previously studied the spectral conductivity due to incoherent effects, 
and so omit the analysis here, but refer the reader to our previous work for further analysis of how incoherent 
scattering reduces the thermal conductivity of bulk Si at different frequencies [12].  The incoherent effects 
reduce the thermal conductivity of the Si phononic crystals even further, and cause a greater reduction in κ than 
the coherent effects.  However, coherent and incoherent effects together substantially reduce the thermal 
conductivity of the phononic crystal, leading to reductions in κ to 0.7 – 3.5 % of the bulk value at 300 K.  In 
practice, Case c is extremely difficult to fabricate, however, Cases a and b are more feasible for device engineers.  
Assuming a thermoelectric module designed from silicon phononic crystals with coherent properties of Case a, 
the reduction in the phonon thermal conductivity to 3.5% of the bulk value leads to an enhancement in Z by a 
factor of 28.5, showing that phononic crystals offer a unique material solution to enhancing thermoelectric 
applications.  Note that in this work, we consider a bulk Si dispersion as the basis of our thermal conductivity 
model.  In nanostructured materials, the phonon dispersion will be different than that of bulk [22]; however, this 
change in dispersion will result in a reduction in the phonon group velocity which would create an even further 
reduction in the thermal conductivity of the phononic crystal.  Therefore, the model developed in this work 
based on a bulk Si dispersion is considered an upper limit to the thermal conductivity of phononic crystals. 
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4. CONCLUSIONS 
 We numerically study phonon transport in silicon phononic crystals.  We develop a model for the thermal 
conductivity of phononic crystal that accounts for both coherent and incoherent phonon effects, and show that 
the phonon thermal conductivity can be reduced to less than 4% of the bulk value for Si at room temperature.  
This has substantial impact on thermoelectric applications, as a reduction in thermal conductivity will increase 
the thermoelectric figure of merit. 
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Figure 1.  Thermal conductivity model fit to experimental data on single crystalline Si [16].  The best fit 
coefficients for the various scattering times (Eqs. (2) – (4)) are B = 3.73 x 10-19 s K-1, C = 157.3 K, D = 9.32 x 
10-45 s3, and E = 2.3 x 10-3 m. 
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Figure 2.  (a) Thermal conductivity of Si assuming an unmodified dispersion relation (bulk), blocked 
frequencies from 1 GHz – 500 GHz (Case a), blocked frequencies from 1GHz – 1 THz (Case b), and blocked 
frequencies from 1 GHz – 4 THz (Case c).  (b) Fraction of the “bulk” (unmodified dispersion) thermal 
conductivity for each of the three cases in the temperature regime of interest for thermoelectric devices in most 
terrestrial microelectronic applications (100 – 500 K).  (c) Fraction of the total spectral thermal conductivity at 
300 K for a bulk Si dispersion and the three cases of dispersion modification (Cases a, b, and c).  The 
longitudinal modes are represented by the solid lines and the transverse modes by the dashed lines.  
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Figure 3.  Thermal conductivity of a Si phononic crystal accounting for coherent and incoherent effects for the 
three modified dispersion cases in Fig. 2: (a) thermal conductivity as a function of temperature; and (b) 
corresponding fraction of the bulk thermal conductivity.   
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inclusions
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Abstract— Propagation of acoustic waves in composite of water with embedded double-layered
silicone resin/silver roads are considered. Approximate values of effective dynamical constitutive
parameters are obtained. Frequency domains where constitutive parameters are simultaneous
negative are found. Localized surface states on the interface between metamaterial and “normal”
material are found. Doppler effect in metamaterial is considered. Presence of anomalous modes
is shown.

1. INTRODUCTION

Metamaterials attract attention for several decades due to unique properties of wave propagation
in them. In pioneering works of Veselago [1] and Pendry [2] electromagnetic waves in media with si-
multaneous negative ε and µ were considered. Since that time, a lot of theoretical and experimental
work has been done on this subject [3].

In fact, for acoustic waves metamaterials are possible too. Some proposals and experiments to
archive negative effective constitutive parameters for acoustic composites were made in past [4].
The aim of this work is to show that it is possible to construct a metamaterial to exhibit negative
constitutive parameters in ultrasonic range and demonstrate that acoustic waves can exhibit exotic
behavior, namely presence of localized states at the boundary between metamaterial and “normal”
material and anomalous Doppler effect in metamaterial.

2. MATHEMATICAL MODEL

2.1. Effective constitutive parameters
In our work we consider a composite consist of fluid host with rods embedded in it. Rods have cylin-
drical shape and consist of elastic materials. Acoustic waves propagate in host material (density ρ0

and bulk modulus B0) with wave-vector perpendicular to generatixes of the rods. By definition [3],
a metamaterial should be quasi-isotropic, so the wavelength is much longer than distance between
centers of cylinders(L) and their radii(R). We consider all cylinders identical and placed at random
at approximate equal distance between neighbors. Our aim is to compute the dynamical effective
constitutive parameters of the metamaterial on given frequency and dispersion of propagating bulk
acoustic wave.

In our calculations we are using coherent potential approximation [5] (CPA). This method is
widely used to estimate effective parameters of composites and, in particular, metamaterials [4]. In
this work we apply this method for fluid/solid composite taking in account longitudinal and shear
polarizations in solid inclusions and acoustical dumping.

In order to proceed CPA we surround one inclusion with cylinder of radius L (call it coated
inclusion) and say that outside the cylinder there is some effective fluid with constitutive parameters
(ρe for effective density and Be for effective bulk modulus) to be estimated. Pressure and radial
component of velocity in host material and in effective material can be decomposed by cylindrical
harmonics [6]:

Ψ = eiωt
∞∑
n=0

Xm
n Jn(kmr)einφ + Y m

n Hn(kmr)einφ

vr = eiωt
km
ρm

∞∑
n=0

Xm
n J

′
n(kmr)einφ + Y m

n H ′
n(kr)einφ,

(1)

where Jn() and Hn() are Bessel and Hankel functions of the first kind, n-th order, Xm
n , Y m

n are
unknowns and m stands for e in effective media and for 0 in host material.
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On the interface between host fluid and effective medium we should satisfy standard bound-
ary conditions of velocity and pressure continuity. Due to cylindrical symmetry, we could satisfy
boundary conditions for each cylindrical harmonics independently: Jn(keL) Hn(keL)

ke
ρe
Jn(keL)

ke
ρe
Hn(keL)

 ·
Xe

n

Y e
n

 =

 Jn(k0L) Hn(k0L)
k0

ρ0
Jn(k0L)

k0

ρ0
Hn(k0L)

 ·
X0

n

Y 0
n

 , (2)

where ke is the wave-number in effective medium, k0 is the wave-number in host medium and einφ
and eiωt factors are dropped out.

Main CPA condition is absence of scattering on the boundary, which means that there is a
perfect matching between coated inclusion and surrounding effective medium. Setting Xe

n = 1 and
Y e
n = 0 in (2) we obtain the CPA equation:

− k0

B0
J ′
n(k0L)J(keL) +

ke
Be
Jn(k0L)J ′(keL) =

Yn
Xn

[
k0

B0
H ′
n(k0L)J(keL)− ke

Be
Hn(k0L)J ′(keL)

]
(3)

Using the fact that metamaterial should be quasi-isotropic, in other words, phase of wave in host
material should not change much in distance between neighbor inclusions (k0L→ 0 and keL→ 0),
we use asymptotic formulas for Bessel and Hankel functions for zero argument limit. In this
approximation only zero-th and first orders of Bessel and Hankel functions are significant. After
some algebra we obtain approximate formulas for effective constitutive parameters:

Be =
B0

1− S0
, ρe = ρ0

1− S1

1 + S1
(4)

where:

Sn =
Dn

1 +Dn

4
π

1
k2

0L
2
· i (5)

and Dn = Yn/Xn — scattering amplitude of the embedded rod in infinite fluid. In our case it is
scattering of the wave in fluid on solid cylinder. This problem is was solved past see eg. [7].

It is seen from formulas (4) that dynamical effective constitutive parameters are frequency de-
pendent and in case of resonance in inclusion could change dramatically and even became negative.
Thus speed of sound inside the inclusions should be much slower than in host fluid. Also we should
note, that bulk modulus depend on monopolar scattering coefficient and effective density is depend
on dipole coefficient. This is logical, because monopole mode is uniform compression/expansion of
the inclusion and dipole mode is the inclusion shift.

Dynamical effective constitutive parameters are frequency dependent and does not have clear
physical meaning by themselves. But their combination, the wave-number, fully describes propa-
gating wave in composite [6]:

k(ω) =
√

1/Be(ω) ·
√
ρe(ω)ω (6)

The phase of the wave-number has clear physical meaning. If phase is tend to zero the wave-
vector is pointing the same direction as Poynting vector, phase is about π/2 means that one of the
constitutive parameters are negative and other is not, thus the wave is decaying, finally, phase is
about π means that wave-vector and Poynting are pointing in opposite directions and the wave is
backward.

2.2. Surface acoustic wave

Along the boundary between two ideal fluids no surface wave is able to propagate, because boundary
conditions could not be satisfied. But if one of the materials has one negative constitutive parameter
boundary states could be excited [9]. This is direct analogy to surface plasmon-polariton states in
plasma with ε < 0 [3].

Let us consider a wave travels form a half-space occupied by pure host fluid to a half-space
occupied by a fluid with embedded rods in it. The reflection coefficient is [6]:

Γ =
ρek

z
e − ρ0k

z
0

ρekze + ρ0kz0
, (7)

318



3

(a) Effective density 

S
S

S S SL

L Real
Imaginary

ρ 
10

3 k
g/

m
3

-5

0

5

Frequency 103 rad/s 
100 200 300 400

(c) Phase of the wave vector
π

π/2

ar
g(

k)

0

1

2

3

Frequency 103 rad/s 
100 200 300 400

 (b) Effective compliance

 Real
 Imaginary

1/
B

 1
0-8

 m
2 /N

-20

0

20

Frequency 103 rad/s 
100 200 300 400

(d) Quality factor

1

2 3

Q

0,001

0,01

0,1

1

10

100

1 0001 000

Frequency 103 rad/s 
50 100 150 200

Figure 1: Frequency dependence of effective density (a), compliance (b), phase of wave-number (c) and losses
per wavelength (d)

where kz0 and kz0 are projections of wave-vector perpendicular to the interface in pure fluid and
metamaterial, respectively. Condition for boundary states to present is vanishing of reflection
Γ = 0. Thus one can derive dispersion equation for surface wave:

ks =

√
(ρ0ρe)(ρ0Be − ρeB0)

ρ2
0 − ρ2

e

ω. (8)

It will be shown, that boundary states are present only if one of the constitutive parameters is
negative.

3. RESULTS

3.1. Bulk wave

In our calculations rods are considered to be two-layered cylinders. Shell of the cylinder is made
of soft silicone resin1 (ρ = 1.3 · 103kg/m3, c11 = 5.2 · 107N/m2, c44 = 3.25 · 106N/m2, Loss:
600 dB/m/MHz), core of the cylinder is made of poly-crystal silver [6] (ρ = 10.5 · 103kg/m3,
c11 = 1.397 · 1011N/m2, c44 = 2.7 · 1010N/m2, Loss: 40 dB/m/MHz). Outher raidus of the rod
is 3 mm, radius of the core is 0.5 mm, distance between cylinders is taken 5 mm. Host material is
water (ρ = 103kg/m3, B = 2.25 · 109N/m2).

In the Figure 1 results of the calculations for bulk wave are presented. On low frequencies effec-
tive constitutive parameters tend to be close “classic” values for composites [8]. But at frequencies
close to resonances inside the inclusions values of dynamical effective constitutive parameters dra-
matically change. In Fig. 1(b) two frequencies of monopolar resonances are seen and after the
resonances there are two domains where real part of compliance is negative (In this section we use
compliance (1/B) instead of stiffness to emphasize similarity to electromagnetic case).

In Fig. 1(a) frequency dependence of dynamical effective density is shown. Due to complex shear
and longitudinal field structure inside the inclusion, there are two families of resonances associated
to shear waves and longitudinal waves (S and L in the figure, respectively). Thus dynamical
effective density has lots of frequency domains where real part is negative. Shear components
became significant because of inertia of the core.

1There are various types of silicone resins, our parameters are approximate319
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Figure 2: (a) Dispersion of surface acoustic wave at the interface between metamaterial and “normal”
material (b) Graphical solution for Doppler equation in metamaterial (solid line) and host fluid (dot-dashed
line)

In Fig. 1(c) dependence of the argument of the wave-number is plotted. As it was pointed out
the plot shows character of the propagating wave. At the low frequency before any resonance meta-
material exhibits properties of “normal” medium. After the monopolar resonance in the inclusion,
real part of 1/B become negative and the phase of wave vector is shifted to π/2. In this domain
wave-number is close to be pure imaginary, thus no oscillations could be supported and no wave is
able to propagate. In such way a forbidden gap is formed. After dipole resonance effective density
become negative and phase is shifted again for another π/2 and the wave-number become close
to negative real. Thus phase velocity of the wave is points backwards and opposite to the Poynt-
ing vector, the domain of simultaneously negative constitutive parameters is formed. In Fig. 1(d)
acoustic Q-factor is presented. Dependence shows, that in frequency domain where constitutive
parameters have simultaneous significant negative parts the wave is still able to propagate in spite
of losses in inclusions (regions 1,2 and 3 in the figure).

3.2. Surface acoustic wave

In Figure 2(a) dispersion for surface wave is shown. As it was predicted, wave-number does not
have real part at low frequencies, since parameters of metamaterial remain positive, so the wave
does not propagate along the interface. But after a resonance (compare to Fig. 1(a)) one of material
parameters become negative and surface states appear. Dispersion of bulk acoustic wave in pure
fluid is plotted by dot-dashed line. Surface wave is much slower than bulk wave, thus the surface
states are bounded to the interface.

3.3. Anomalous Doppler effect

Veselago [1] showed that in media with simultaneous negative ε and µ Doppler effect is inversed. Ob-
viously, similar effect is in acoustic metamaterials. Let us consider a source travels inside composite
with velocity V and transmitting signal with angular frequency ωs. Not narrowing generality we
can assume that source is approaching directly to receiver. To obtain frequency on the receiver(ω)
we should solve the equation:

ω − V · k(ω) = ωs (9)

For medium with linear dispersion equation (9) is trivial, but for dispersive medium like metamate-
rial it is not. Graphical solution for equation (9) is plotted in Fig. 2(b) (We assume that dumping
is not very high and take only real part of k in this section).

Angular frequency of source is taken 1.5 ·105 rad/s and speed is 10 m/s. The frequency is chosen
in domain where composite has simultaneous negative dynamical effective density and stiffness.
For pure host material the result is predictable, intersection 1 shows the root and it is seen that
frequency of receiver is up-shifted. In contrast, for composite the equation has two roots (points
2 and 3 on the Figure) and the frequencies are down-shifted. Also we should notice that Doppler
shift is depend on frequency and several Doppler modes can occur only in case source frequency is
close to resonance, speed of source is high enough and dumping is not very high.320
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4. CONCLUSIONS

In the paper effective dynamic density and stiffness of composite consisted of water with embedded
solid two-layered rods in terms of coherent potential approximation are calculated. It is shown, that
there are some frequency domains in which dynamic constitutive parameters are simultaneously
negative and propagating wave is backward.

Dispersion of the surface acoustic wave at the interface between metamaterial and “normal”
material is calculated, showed that there are frequency domains in which surface states are bounded
to the interface.

Doppler effect in composite is considered. It is shown, that in metamaterial Doppler shift is
reversed and several modes could be excited.
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Abstract- We discuss the simultaneous existence of phononic and photonic band gaps in two types of 

phononic crystals slabs, namely periodic arrays of nanoholes in a Si membrane and of Si nanodots on a 

SiO2 membrane. In the former geometry, we investigate in detail both the boron nitride lattice and the 

square lattice with two atoms per unit cell (these include the square, triangular and honeycomb lattices 

as particular cases). In the latter geometry some preliminary results are reported for a square lattice.  

 

1. INTRODUCTION 

Phononic crystals [1-2], constituted by a periodical repetition of inclusions in a matrix background, has received 

a great deal of attention during the last two decades [3]. Associated with the possibility of absolute band gaps in 

their band structure, these materials have found several potential applications, in particular in the field of wave 

guiding and filtering (in relation to the properties of their linear and point defects) as well as in the field of sound 

isolation. Another issue of interest is based on the refractive properties of these materials for exploring 

phenomena such as negative refraction, focusing, self-collimation and beam splitting as well as for the 

realization of metamaterials for controlling the propagation of sound.  

The study of slabs of phononic crystals has become a topic of major interest since a few years only. Indeed we 

and other authors have demonstrated [4-6] that with an appropriate choice of the geometrical and physical 

parameters these finite thickness structures can also exhibit absolute band gaps. This makes them suitable for 

similar applications as in the case of 2D phononic crystals with the additional property of confinement in the 

vertical direction. More recently we have proposed a new type of finite thickness phononic crystal constituted by 

a periodic array of dots (or beams) on a membrane [7-8]. In this paper we briefly recall some of the results about 

the phononic band structure in the above systems. Then, we mainly focus on a detailed study of simultaneous 

phononic and photonic band gaps in these materials. Indeed, many papers have investigated separately the 

existence of photonic [9-10] and phononic band gaps, but relatively few works have been devoted to 

simultaneous control of phonons and photons [11-14] and most of the papers are dealing with the case of 2D 

structures [11-13]. The two following sections are respectively devoted to the geometries of periodic nanoholes 

in a Si membrane and periodic array of Si nanodots deposited on a SiO2 membrane. Most of the calculations are 

performed with the Plane Wave Expansion (PWE) method and the good convergence of the results is also 

checked in some cases by using the Finite Difference Time Domain (FDTD) and Finite Element (FE) methods.    

 
2. PERIODIC ARRAY OF HOLES IN A SILICON MEMBRANE 
In a previous work [4], we demonstrated the existence of absolute phononic band gaps in square and honeycomb 

lattices of holes in a Si membrane provided the thickness of the slab is about half of the lattice period and the 
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filling fraction is sufficiently high. Here we consider the more general cases, shown in Figure 1, of the square 

lattice with two atoms per unit cell and of the boron nitride (BN) lattice (which includes triangular and 

honeycomb lattices) and investigate both the phononic and photonic band gaps. By considering the lattice period 

a as the unit of length, there are several geometrical parameters involved in the problem, namely the thickness h 

of the slab, the filling fraction f and the ration α= r1/r2 of the radii of the two types of holes in the unit cell. The 
band structures are calculated for a large variety of these parameters in the useful ranges (h/a from 0.4 to 0.7, f 

from 0.3 to 0.7, and α from 0 to 1). The frequencies are given in the dimensionless units Ω=ωa/2πc where c is 
the velocity of light in vacuum for electromagnetic waves and the transverse velocity of sound in Si for elastic 

waves. According to the symmetry of the structure with respect to the middle plane of the slab, the modes can be 

classified into symmetric (even) and antisymmetric (odd) modes. Let us mention that in the slab geometry, the 

photonic gaps have to be searched only below the light cone in vacuum; however, these gaps should preferably 

occur at frequencies Ω below 0.5, otherwise they will be restricted to a very small area of the Brillouin zone and 

are therefore not very interesting. 

 

 

 

 

 

 

 

 

Fig. 1: (a) Representation of the unit cell for the numerical calculations. (b) Square lattice with two atoms per 

unit cell. (c)Boron Nitride (BN) lattice. 

In the square lattice, the trends are the followings. In the phononic side, the limitation comes from the odd modes 

which only display narrow gaps. Moreover, these gaps occur for high filling fraction (f > 0.6, i.e. very close 

holes) and almost near α=0 (simple square) as illustrated in Figure 2a. In the photonic side, absolute band gaps 

can only exist for h/a~0.4 in a very restricted region of the Brillouin zone (near the M point) just below the light 

cone; so this solution is not very interesting. At lower frequencies, there is in general no overlap between the 

gaps of both symmetries. The odd gap mainly occurs near α=0 whereas other favorable solutions can be found 
for even modes when the lattice contains two different atoms in the unit cell (see Figures 2b and c). 

 

 

 

 

 

 

 

 

 

Fig. 2 Phononic and photonic band gaps (white areas) in a square lattice with two atoms per unit cell, with 

h=0.6a and f=0.65. The odd and even photonic modes are shown separately because they do not overlap. The 

red arrows represent the domains where there are simultaneous phononic and photonic gaps. 
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Based on the above discussions, the choice of a crystal can be made by searching a structure that exhibits an 

absolute phononic band gap though a photonic gap of a given symmetry only. Figure 2 illustrates the evolution 

of the bang gaps for a thickness h=0.6a of the plate and a filling factor f=0.65. The existence of an absolute 

phononic gap together with a photonic gap of a given symmetry requires α≤ 0.2. 

In the BN lattice, the following trends are obtained. In the phononic side, the largest gaps are obtained towards 

the honeycomb lattice (α=1) and then the odd gaps are in general included in the even gaps. However, for 

h/a~0.6 to 0.7, an odd gap can appear for all BN lattices (from α=0 (triangular) to α=1 (honeycomb)) whereas 
the even gaps remain open towards the honeycomb lattice. In the photonic side, we have found a narrow absolute 

gap only for a very restricted range of the geometrical parameters as shown in Figure 3 for h/a=0.4 and f=0.55. 

Otherwise, one can find separate band gaps of even and odd symmetries. The largest gaps of even (resp. odd) 

symmetry occur towards the triangular (resp. honeycomb) lattice at frequencies around or below (resp. above) 

Ω=0.4. Nevertheless, the even modes can also display a narrow gap towards the honeycomb lattice provided the 

thickness of the slab is relatively small (h/a~0.4-0.5) whereas the odd modes can have a narrow gap towards the 

triangular lattice for large thicknesses (h/a~0.6-0.7). 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Absolute phononic and photonic band gaps in a BN lattice with h=0.4a and f=0.55. The frequencies are 

given in dimensionless units Ω=ωa/2πc 

Again, the choice of a crystal can be made by searching a structure that exhibits an absolute phononic band gap 

though a photonic gap of a given symmetry only. With this limitation, many possibilities exist in the frame of 

BN lattices as illustrated in Figure 4 for h/a=0.6 and f=0.45.  

 
 
 
 
 
 
 
 
 
 
Fig. 4 Phononic and photonic band gaps in a BN lattice with h=0.6a, f=0.45. The odd and even photonic modes 

are shown separately. The hatched areas represent the domain of α where there are photonic gaps of both 

symmetries, although at different frequencies 
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More precisely, the following discussion gives the limits of the geometrical parameters for the simultaneous 

existence of even and odd photonic gaps at two different frequencies. First, the existence of the absolute 

phononic gap requires a filling factor f ≥ 0.4 and α≥ 0.5. In the photonic side, the thickness of the slab should be 

taken above h=0.5a in order to keep the gap in the frequency range below Ω=0.5 (otherwise the gap occurs only 

in a very restricted range of the Brillouin zone close to the light cone). Finally, a sufficiently wide gap of even 

symmetry requires α≤ 0.8. 

Table I summarizes the main structures suitable to exhibit an absolute phononic band gap together with photonic 

band gaps either for both or for only one type of symmetry. Of course, the choice of the lengths for the practical 

realization of the structure depends on the frequency range of interest for specific applications. For instance, in 

telecommunication applications, the wavelength of the light is around 1550 nm in vacuum. Referring to the 

example mentioned in the last row in table I, one obtains the following dimensions of the crystal:  

(i) for an even photonic gap, a=491nm, h=295nm, r1=89nm, r2=148nm, central phononic frequency= 6.7 GHz;  

(ii) for an odd photonic gap, a=637nm, h=382nm, r1=115nm, r2=192nm, central phononic frequency= 5.1 GHz. 

 

Array α f r/a h PhoNonic 

band gap 

PhoTonic 

band gap 

(odd modes) 

PhoTonic 

band gap 

(even modes) 

observations 

Square 0 0.7 0.47 0.4a [0.439, 0.544] [0.553, 0.658] Absolute photonic gap in the 

neighborhood of M 

Square 0 0.65 0.45 0.6a [0.472, 0.534] [0.410, 0.495] [0.361, 0.400] 

 

High value of f (holes very close 

to each other) 

Honeycomb 1 0.55 0.418 0.4a [0.415, 0.617] [0.502, 0.503] Small absolute photonic gap 

Honeycomb 1 0.6 0.437 0.7a [0.215, 0.605] 

[0.616, 0.776] 

[0.392, 0.482] [0.474, 0.508] High value of f (holes very close 

to each other) 

BN 

 

Example 

≥0.5 

≤0.8 

0.6 

≥0.4 

 

0.45 

 

 

r1=0.195a 

r2=0.32a 

≥0.5a 

 

0.6a 

 

 

[0.521, 0.602] 

 

 

[0.390, 0.432] 

 

 

[0.291, 0.343] 

Most suitable phoxonic crystals 

Table 1: Summary of the most suitable phoxonic crystals and the corresponding band gaps frequencies. 
   

3. PERIODIC ARRAY OF DOTS ON A MEMBRANE 
In two recent papers [7-8], we studied the phononic band structure and wave guiding in a new type of phononic 

crystal constituted by a periodic array of dots deposited on a thin homogeneous membrane (Fig.5a). Up to now 

only the square lattice with one atom per unit cell has been investigated. An illustration corresponding to 

nanodots of Si on a SiO2 membrane is shown in Figure 5b with the parameters h/a=0.8, e/a=0.1, and f=0.4 (h and 

e are respectively the height of the dots and the thickness of the membrane). A new finding of this work was the 

possibility of a low frequency acoustic gap where the wavelengths in the constituting materials are much larger 

than the typical lengths in the structure (like in the so-called locally resonant materials). The existence of this 

gap is closely related to the choice of the geometrical parameters which affect the behavior of the lowest 

dispersion curves and, in particular, the bending of the first three acoustic branches (actually this gap is almost 

closed in the example of Fig. 5b). Besides, the band structure contains also one or more higher gaps whose 

number and width are dependent upon the height of the cylinders. So, in this structure, there is in general not too 
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much constraint about the existence of phononic absolute band gaps. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: (a) Schematic of the phononic crystal made up of cylindrical Si dots on a SiO2 membrane. h, e and f 

represent respectively the height of the dots, the thickness of the plate and the filling factor. (b) Phononic and  

(c) photonic dispersions curves calculated for the set of parameters e=0.1a, h=0.8a and f=0.4. (d) Evolution of 

the photonic band gap as a function of the height of the dots. 

We present now some preliminary results about the existence of photonic gaps. Since we have here one more 

geometrical parameter than in section 2 (namely the height of the dots), we limit ourselves only to the case of a 

square lattice. In figure 5c, we show that the same structure as before displays an absolute, although relatively 

narrow, photonic gap. Figure 5d shows the evolution of this gap as a function of the height of the dots for f=0.4: 

the width of the gap increases when decreasing h, but its central frequency increases above 0.5 which means that 

the gap appears then only in a small region of the Brillouin zone around the M point. Now, by decreasing the 

filling fraction f from 0.4 to 0.3 and then to 0.2, the gap still persists but go to frequencies above 0.5. On the 

other hand, by increasing f to 0.5, the narrow gap closes except when the height of the cylinders is about 

h/a~0.8-0.9. Finally, the photonic gap closes when going to higher filling fraction f (up to 0.7in our calculation).   

 

4. CONCLUSIONS 

We have shown that BN lattices of holes in a Si membrane can exhibit a complete phononic gap together with 

either a narrow complete photonic gap or wider photonic gaps of a given symmetry (odd or even) only. Also a 

structure constituted by a square lattice of dots on a membrane exhibits large complete phononic gaps together 

with a narrow photonic gap. Other lattices will be investigated in subsequent works as well as the properties of 

linear and point defects in such phoxonic crystals. 
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Abstract - This paper presents a meta-material-based design method for bar resonators with enhanced 

characteristics compared to those obtained with the typical bulk material implementation. We take 

advantage of the required release holes of MEMS processes to modify the local equivalent material 

properties (ρ, E and ν) of the bar. While the available bulk material is homogeneous, the bar consists of 

an equivalent non-homogeneous material that can for example be distributed by design in order to shrink 

the overall resonator size, enhance electromechanical transduction coefficients or reject spurious modes. 

Our paper compares two extraction methods for the equivalent material properties of a periodically 

hole-punched material: the steady-state mechanical simulation of a unit cell and its “phase delay” 

counterpart. We discuss their validity and practical use for the design of bar resonators. 

 

1. INTRODUCTION 

 

MEMS resonators are recognized as key components for future 

sensing, wireless and communications applications. Among 

those resonators, Si-based bulk-mode resonators, e.g., disks or 

bars, have recently gained special interest since they allow 

reaching high frequencies up to hundreds of MHz, while 

preserving their very high Q-factor of several thousands, and 

depicting a high linearity [1][2]. This type of resonators can 

further be produced through relatively simple processes like SOI 

(Silicon on Insulator). 
Fig. 1 SEM of a 50x100µm bar resonator [1] 

The longitudinal resonance modes for a bulk mode “bar” resonator are in essence analogous to the resonance modes 

supported by a closed electromagnetic cavity. Resonance occurs when an acoustic wave, trapped in the bulk of a 

parallelepipedic slab of material, bounces in phase on opposite faces. The frequencies fres of the allowed modes of vibration 

are given by eq. (1) where vsound, Ε, ρ, and ν are respectively the acoustic phase velocity, Young’s modulus, density and 

Poisson’s ratio of the material constituting the bar with dimensions W (width), L (length) and T (thickness). The mode 

numbers are represented by l, m and n. Typically, in case of electrostatic transduction, f100 is the favored mode of resonance 

as the thin surface micromachined layers do not lean themselves for a proper out of plane bulk excitation/detection, while 

the length dimension is used to increase the transduction efficiency. 

In a given technology, with fixed material properties, the design freedom is strongly limited. The designer can only 

change the dimension of the resonant direction of the bar to reach the design goal, e.g., a certain resonant frequency. 

However, the effective material properties of the material constituting a bar resonator can be designed by adding holes, or 

macro-pores, to the bulk material [3][5]. These macro-porous materials behave like meta-materials which can be used to 
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design non-homogeneous bar resonators, thus providing more design freedom. 
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In this paper, we report on the modeling of these equivalent materials. In particular, we present and discuss the 

extraction of equivalent material properties and their use to design bar resonators with characteristics beyond the 

possibilities offered by their standard bulk implementation. 

2. EQUIVALENT MATERIAL PROPERTIES - QUASI-STATIC EXTRACTION 
In this section, we consider the perturbation of the bulk mechanical material properties introduced by the periodic 

organisation of square holes in a square pattern as shown in Fig. 2. This family of equivalent materials presents equivalent 

densities ranging from ρ0, the bulk material density, to zero. To extract equivalent E and ν properties, i.e. E* and ν*, we 

simulate a pull-test in the considered direction of propagation. This test is performed on a unit cell of the effective material 

on which the effective periodicity of the material is imposed, as shown in Fig. 3 and Fig. 4. Applying a fixed y-displacement 

on one external face and a symmetry boundary plane on the opposite face, the cell is allowed to relax maintaining its 

remaining external faces parallel until a minimum of strain energy is reached. In this situation, Young’s modulus and 

Poisson’s ratio are respectively defined as the ratio of the force density, i.e. stress, to the applied strain and as the ratio of the 

induced strain in the x-direction to the applied strain in the y-direction. 

Fig. 5, Fig. 6 and Fig. 7 present the material properties extracted for an arbitrary material with ρ0=4577kg/m³ E0=140GPa, 

and ν0=0.23. The unit cell dimensions are not mentioned as ρ∗, the effective density, is the governing parameter. Ε* and ν* 

are unequivocal monotonous functions of ρ∗. In the limit with no material, both quantities go naturally to zero as the 

material looses its strength. The longitudinal acoustic velocity, computed according to eq. (2) for propagation in a 

2D-material, also drops. Its dependency on ρ, however, prevents it from going to zero. This defines a limit on the bar 

resonator miniaturization. Indeed, as vlong drops, the width of a bar to reach a fixed resonance frequency drops as expressed 

by eq. (1). 

   

Fig. 2 Square pattern of square holes and 

parallel propagation 

Fig. 3 Pull experiment with relaxation and 

periodic boundaries 

Fig. 4 COMSOL simulation of the stress 

distribution in the setup from Fig. 3 

   

Fig. 5 Extracted E* Fig. 6 Extracted ν∗ Fig. 7 Computed equivalent vlong 
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3. MODEL DISCUSSION 
The material description suggested by Fig. 5, Fig. 6 and Fig. 7 has a limited validity. While E* and ν* can be extracted as 

proposed, their interpretation and direct use to describe the propagation of an acoustic wave is questionable. Indeed, eq. (2) 

is only valid for isotropic 2D-materials, our effective, or meta-, material is not. An analogous extraction performed along a 

direction 45° inclined through the hole lattice, as shown in Fig. 8, Fig. 9 and Fig. 10, produces different results. Fig. 11 

shows that E*
45 decreases with decreasing ρ* faster than in the previous case. More strikingly, ν* along this 45° direction 

increases towards 1 as reported in Fig. 12. Both results are due to the hinges developing within the unit cell during its 

progressive hollowing. The longitudinal acoustic velocity obtained in this case using (2) decreases towards zero before 

numerical instabilities arise as shown in Fig. 13. 

Further, one can question the validity of the quasi-static approach to derive dynamic characteristics of the envisaged 

meta-materials. A more natural approach consists in applying the phase delay technique presented in [5] to the unit cell 

from Fig. 3. However this technique does not give direct access to equivalent material properties, needed to efficiently 

simulate the materials of our interest, we can use it to derive dispersion diagrams as shown in Fig. 14. Focusing on the linear 

portions from the two first modes of such graphs at small phase delays, i.e. sound lines, the shear and longitudinal velocities 

can be extracted and compared to their quasi-static counterparts from Fig. 7 and Fig. 13. The longitudinal acoustic velocity 

from Fig. 7, for propagation parallel with the hole lattice in the meta-material, is in very good agreement with the one 

presented in Fig. 15. This tends to validate the quasi-static description we proposed for the longitudinal vibration of a bar 

constituted of a material with periodic square lattice of square holes aligned parallel with the edges of the bar, hence with 

the propagation of the resonant wave. 

   

Fig. 8 Square pattern of square holes  and 

45° propagation 

Fig. 9 Pull experiment with relaxation and 

periodic boundaries 

Fig. 10 COMSOL simulation of the stress 

distribution in the setup from Fig. 9 

   

Fig. 11 Extracted E45
* Fig. 12 Extracted ν45

∗ Fig. 13 Computed equivalent vlong_45 
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It is noted that we could have tried and extracted E* and ν* from Fig. 15 and Fig. 16, using the definition of the longitudinal 

velocity (2) and of the shear velocity (3) in 2D-isotropic media [4]. This would result in erroneous results as both waves 

differ in the components of the tensorial quantities E* and ν∗ they rely on. 

( )νρ +
=

12

E
vshear

 (3) 

Note then in Fig. 14 the clipping behaviour of the delay lines for both shear and longitudinal modes. These are introduced 

by the non-uniformity of the 2D-media and the finite dimension of the unit cell considered. These cut-off frequencies seem 

to limit the validity of the material representation. However, as the extraction, quasi-static or phase delay-based in the linear 

regions of Fig. 14, is not unit-size dependent, one can shift these cut-off frequencies to higher values simply by shrinking 

the unit cell and maintaining the effective density. The unit cell has to be small compared to the characteristic wavelengths, 

which translates the fact that the cell can not vibrate on itself. Of course, a lower limitation of the unit cell size is imposed 

by the technology of fabrication. 

Finally, to validate our simplified extraction technique, we have implemented a more pragmatic approach. We have 

simulated the longitudinal resonance frequencies of a family of bar resonators of different dimensions, composed of a 

periodic repetition of a given unit cell. We have then matched these frequencies with those obtained for bar resonators of 

equal dimensions constituted of uniform materials of known ρ and unknown E and ν. This final extraction provided 

Young’s moduli and Poisson’s ratios in close agreement with those derived in Section 2, which validates at least the 

practicality of our approach. Note in particular that the introduction of boundary conditions due to the finitude of the actual 

bars did not lead to a breakdown of our material description. Fig. 17 shows for example the evolution of the first 

longitudinal resonance in a bar of constant W increasing L. At small L, the f100 resonance occurs along the W-dimension, 

while at large L, the f010 resonance is along the L-dimension. The roll-off in the mode conversion region is characteristic of 

   

Fig. 14 dispersion diagram for a material 

with unit cell and hole 1m and 0.8m wide 

Fig. 15 Extracted equivalent vlong  

longitudinal acoustic velocity 

Fig. 16 Extracted equivalent vshear    

shear acoustic velocity 

 

Fig. 17 Evolution of the first longitudinal resonance mode in bar resonators of increasing L-dimension, at constant W 
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the effective ν of the material. Therefore, such a curve alone suffices already to fit the E and ν parameters for a given 

hole-to-unit cell dimension ratio, i.e. a given density of the material. 

4. APPLICATIONS 
The previous sections have presented and discussed the modeling of meta-materials constituted of a square lattice of square 

holes targeting applications using longitudinal resonance modes. This model has an established sufficient but limited 

validity. To use this model and design enhanced resonators, we implement polynomial fits of E*(ρ*) and ν* (ρ*) in 

COMSOL to perform efficient simulations of bar resonators, without holes, mimicking holes distributions. Implementing 

non-uniform density distributions, we allow ourselves to qualitatively experiment with non-uniform holes distributions. 

However, the natural implementation of this class of meta-materials, with homogeneous characteristics, is that of 

shrinking the resonating dimension of the bar. Fig. 18 and Fig. 19 present the first width mode longitudinal resonance of 

two bar resonators with equal dimensions. While the one consists of the full bulk material, the second one is punched of 

large periodic holes, i.e. hole-to-unit cell dimension ratio=0.75. Using the same area, the hollow resonator resonates at a 

frequency 20% lower than its full counterpart, in agreement with Fig. 7. Further, the mode shape of the hollow resonator is 

flatter as a result of its vanishing Poisson ratio. This, along with the lower stiffness of the resonator, increases the 

electrostatic transduction efficiency as well as enhances the mode selectivity of the excitation. 

  
Fig. 18 First width mode of a full bar Fig. 19 First width mode of a hollow bar (0.75) 

5. CONCLUSIONS 
This paper presented and discussed a quasi-static modeling technique for acoustic meta-materials constituted of a square 

lattice of square holes targeting applications using longitudinal resonance modes. This model has an established sufficient 

but limited validity. To use this model and design enhanced resonators, we implement polynomial fits of E*(ρ*) and ν* (ρ*) 

in COMSOL to perform efficient simulations of bar resonators, without holes, mimicking holes distributions. Implementing 

non-uniform density distributions, we allow ourselves to qualitatively experiment with non-uniform holes distributions. 

Further work is ongoing to extend the description of the material properties to tensors as well as investigate and quantify the 

Q-factor degradation due to the introduction of internal boundaries. 
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Abstract- We have investigated the optical properties of one-dimensional photonic crystals (1DPCs) composed of 
high temperature superconducting-dielectric (HTcScD) layers.  The variance of the intensity and the bandwidth of the 
transmission and reflection are strongly dependent on the different thicknesses, different temperatures, and different 
incident angles as well as we obtained the different band gaps dependent on the thickness of layers. Also we have 
examined the influence of the increased of the number of periods on the transmittance and reflectance spectra as well 
as on the band gap positions. 
1. INTRODUCTION 
During the last two decades, huge attention has been concentrated on the theoretical and experimental 

investigation of photonic crystals (PCs) or photonic band gap materials (PBGs), due to the broad applications 

of PCs[1-6]. These PCs can be presented as periodic one-, two-, and three dimensional structures, composed 

of two different materials or more with different refractive indices with the period comparable with the 

wavelength of the incident electromagnetic wave. The difference in the refractive indices of the PC 

components leads to the appearance of photonic band gaps in the spectra of normal electromagnetic waves, 

i.e. forbidden regimes where electromagnetic waves cannot propagate through the photonic structure. The 

damping of electromagnetic waves in metals tends to deteriorate the performance of the periodic structure. 

Such loss issue in metals can be remedied by utilization of superconductor instead. In fact, the metallic loss 

can be greatly reduced and negligibly small when metals are replaced with superconductors [7]. In new 

experiments, superconducting (SC) metals have been used as components in optical transmission 

nanomaterials. Researchers found that dielectric losses were substantially reduced in the SC metals relative 

to analogous structures made out of normal metals. The dielectric losses of such a SC nanomaterial [7] were 

found to be reduced by a factor of 6 when the SC state was penetrated. Indeed, studies of the optical 

properties of superconductor metal/ dielectric multilayers are not numerous. It is possible that the results 

have been used in the design of high reflection mirrors, beam splitters, and bandpass filters [8]. In our work 

we have investigated the optical properties of 1D HTcScD multilayer and the influence of a dielectric thickness 

layers on the spectra of the transmittance and reflectance. 

 

2. THEORETICAL TREATMENT 

The superconductor is strongly sensitive to temperature and external magnetic fields [9]. We use the 

two-fluid model to describe the electromagnetic response of a typical superconductor without an additional 

magnetic field [9]. In the model, the electrons in the superconductor occupy one of two states. We consider 

the superconductor in the London approximation [10,11], i.e, assuming that the London penetration depth 

oλ  of the bulk superconductor is much greater than the coherence length ξ ; here 

 is the electron density;  and  are the mass and the 

charge of an electron , respectively;  is the superconducting gap; and  is the Fermi velocity.  

eFeeo nvncm ;~;)]4/([ 12/122 −Δ= hff ξξεπλ em e
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From Gorter–Casimir model we have  
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men oep εω /4 2= is the plasma frequency, is the electron effective mass, m γ is the phenomenological 

attenuation coefficient describing the relaxation of normal component, and α is the superconducting 

component fraction,  The London penetration depth is .)/(1),0( 4
cc TTTT −== pβα

αλλλ /)(, oLL T == . When the temperature is above 0.8 times the critical temperature, the London 

penetration depth increases rapidly and approaches infinity as the temperature is close to [9]. Adjusting 
the temperature of superconductors can control the refractive indices of superconductors as well as the 

photonic band structures of PCs composed of superconductors. We consider that a TE wave is incident at an 

angle 

Tc

1θ  from the top medium which is taken to be free space with a refractive index, . The index of 

refraction of the lossless dielectric is given by

11 =n

33 rn ε= , where 3rε  is its relative permittivity. For the 

superconductor, the index of refraction, , can be described on the basis of the conventional two-fluid 

model [12-14]. We have designed our system as a periodic superconductor-dielectric multilayer structure 

with a large number of periods where 

2n

32 ddd +=  is the spatial periodicity, where  is the thickness of 

the superconducting layer, and  denotes the thickness of the dielectric layer. 

2d

3d

 

3. RESULTS AND DISCUSSION 

For numerical simulation, referring our system, HTcSc (YBaCuO) with =92.2K and cT oλ =200nm is taken 

as first layer whereas SiO2 with =1.46180 and the glass substrate with =1.52083 are taken as the 

second and final layers, respectively. The thicknesses of the corresponding layers are set to be =40nm, 

=100(Fig.2a), 170nm (Fig.2b), 205nm (Fg.2c) with the number of periods =20, and operating 

temperature 

3n ln

1d

2d N

T =7.7K are adopted for simulation. The refractive index ( ) together with the extinction 

coefficient ( ) of the HTcSC (YBaCuO) with a =92.2K are plotted as a function of the wavelength in Fig. 

1.a. It is clearly observed the value of real part of  is from 0 0.935 to 0.992 but the value of  closed 

zero. Such material with extremely low index of refraction retains some special features of interests. Fig. 1a 

Rn

En cT

Rn En
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shows the variation wavelength (nm). Optical constants of the HTcSc have been calculated using Essential 

Macleod. The real part of refractive index of the HTcSc has larger value than the imaginary part. Fig. 1b 

shows the optical constant of SiO2 versus wavelength has been calculated using Essential Macleod. The real 

part of refractive index of the SiO2 has larger value than the imaginary part except some electromagnetic 

waves ranges. The optical properties of HTcScDPCs are very clear in our results fig.2. We studied the 

transmittance and reflectance spectra with different thickness layers ; = 100 nm (fig.2a), 

=170(fig.2b), and = 205nm (fig.2c), and we have showed two clear photonic band gaps (fig.2a); the 

first is between 185 and 208nm and the second is between 349 and 405nm. After that, the thickness of 

dielectric layers increased to 170 nm, we obtained three band gaps (fig.2b); the first one is formed between 

156 and 165nm, the second appeared between 195 and 210nm and the third one is formed between 280 

and 307nm. That mean the dielectric thickness is significance parameter in our structure. In fig.2c we 

obtained four band gaps with =205nm; the first between 150 and 160nm, the second between 177 and 

189nm, the third between 225 and 246, and the fourth obtained between 330 and 358nm. Also, we have 

examined the influence of the number of periods on our structure as shown in fig.3; we have designed our 

structure with three different numbers of periods, 20, 40, 60. With these numbers of periods we got the 

same spectra and the same PBGs positions, there is no influence on the spectra or the PBGs positions with 

20 or 40 or 60 periods in our case. The results of HTcSc photonic crystals may be have a potential 

application in the near future in the optical devices. 

2d

2d 2d

2d

 

4. CONCLUSIONS 

By using transfer matrix method and two-fluid model for a superconductor, we have calculated the 

transmittance and reflectance spectrum for a one dimensional high Tc superconducting–dielectric multi 
layers. The band structure shows a multiple-PBG structure, not just the first band as shown previously works 

[15]. Besides the first band gap, we also have investigated the second, third and fourth PBGs as a function of 

thickness, angle of incidence, and permittivity of dielectric. The number of band gaps increased with the 

dielectric thickness increased. Furthermore, we have examined the influence of the number of periods; 

N=20,40,60. With these numbers of periods we got the same spectra and the same PBGs positions, there 

is no influence on the spectra or the PBGs positions with 20 or 40 or 60 periods in our case. The results of 

HTcSc photonic crystals may be have a potential application in the near future in the optical devices. Also, 

theses results make known more basic information for the electromagnetic response of superconductor and 

it could be of technical use in superconducting electronics.       
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Fig.1.Plot of refractive index,  and the extinction coefficient, of  a) HTcSc at 92.2 K; and b) The 

refractive index of SiO2. 
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Fig.2. Transmittance (T) and Reflectance (R) spectra; HTcSc/SiO2 multilayer with =40nm,N=20, and a) 

=100nm, b) =170nm, and c) =205nm 
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Abstract- Linearly polarized light from InGaN green light emitting diode grown on (0001) oriented 
sapphire is demonstrated by using subwavelength metallic nano-gratings. Polarization ratio can 
reach 7:1 (~88%), the highest ever reported from a single light emitting device. We discuss the 
design and fabrication of this device in detail. 

 
1. INTRODUCTION 
Upon successful commercialization of InGaN based semiconductor optoelectronic devices, light emitting diodes 
(LEDs) have become universal in illumination and signal applications. Even though the basic characteristics like 
efficiency and power level will benefit the replacement of the conventional light sources to realize solid-state lighting, 
Polarized emission from InGaN LEDs are also under research as it is highly desirable for many applications including 
imaging1,2 and liquid crystal backlighting.3,4 Previous efforts have been emphasized on the growth with nonpolar5-8or 
semipolar GaN substrates.9In recent years, emphasis has shifted back to (0001) oriented sapphire substrate because of 
its high efficiency, power, and long lifetime in the market. Different approaches such as using special reflector 
design10and photonic crystals11 have been investigated recently to get polarized light emission from this most 
commonly used LED structures. 
 
We have recently reported a method to achieve highly polarized light emission from InGaN LED by using 
subwavelength metallic nanograting (SMNG)12. Here we report more detailed optimization on both design and 
fabrication process based on this method. 
 
2. DESIGN AND SIMULATION 
Figure 1(a) shows the cross-sectional view of the GaN green SWNG LED structure demonstrated in this work. The 
SMNG is designed on top of the emitting surface of LED. The restricted movement of electrons perpendicular to the 
SMN attribute to the polarized emission in Ewald-Oseen picture. When the unpolarized emission from QW arrives 
LED surface, for polarization along SWN, the conduction electrons are coherently driven along SWN with 
unrestricted movement, the physical response of SWN is exactly the same as the case of thin metal sheet. For 
polarization perpendicular to SWN, since the period of SWN is much smaller than the incident wavelength, the 
electron movement is confined similar as in the case of dielectric, the Ewald-Oseen field generated by electrons is no 
longer sufficiently strong to cancel the incoming field, resulting transmission of this single polarization. Considering 
the choice of metal for SMNG, we have investigated aluminum, gold and silver, whose refractive index13 are plotted in 
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figure 2 (a) (b) and (c) in visible wavelength range. According to this value, the transmission spectrums were 
calculated using rigorous coupled-wave analysis (RCWA) 14, as shown in figure 2 (d). It is clear that aluminum gives 
better performance of transmission efficiency in visible range compared with silver and gold. To determine the period 
of SMNG, we calculated the transmitivity and reflectivity of TE wave, which has its electrical field parallel to the 
grating and is supposed to be totally reflected when hitting at SMNG, at fixed wavelength of 550nm which is the 
center wavelength of emission spectrum of our green LED. It can be seen from figure 3 that, the reflectivity of TE 
wave decrease dramatically when the period goes beyond 200nm, and more importantly, the transmitivity of TE wave, 
which is supposed to be zero, start to increase thus will decrease the polarization ratio of total emission seriously. 
From fabrication point of view, the lager period the better, we finally fixed our SMNG period at 150nm. Figure 4 
shows the optimization on the grating height and duty cycle, we found that a duty cylce of 0.3 with grating height 
range from 110nm to 140nm will give a good performance.   
 

 
FIG. 1.  Schematic of the cross section of the GaN SWN LED. 
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FIG. 2.  (a)-(c) refractive index of aluminum, gold and silver in in visible range. (d) transmission spectrums of 
aluminum, gold and silver based SMNG. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIG. 3. (a) Reflectivity and (b) transmitivity of TE wave at 550nm of aluminum SMNG. 
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FIG. 4. Transmitivity of TM wave through aluminum SMNG with different grating height (a) and duty cycle (b) 
 
3. FABRICATION  
The LED structure is grown on (0001) sapphire substrate by metal organic chemical vapor deposition. The layered 
structure starting from the top has a ~200 nm thick p-GaN layer, four InGaN/GaN quantum wells, ~2000 nm thick 
n-GaN and a ~2000 nm thick u-GaN layer. LED mesa structures are defined by standard photolithographic patterning, 
using AZ5214 photoresist, spinned at 2000rpm for 1sec, 3000rpm for 1sec then 5000rpm for 30sec with all 
acceleration of 2000rpm/sec, achieve ~1.3um thickness. Parts of the p-GaN and MQWs were first etched to expose 
the n-type GaN layer and to form a mesa. ICP etching using BCl3 20sccm and Cl2 10 sccm under pressure 5 mtorr at 
6 °C. RIE 200w ICP 500W with an etching rate about 0.3um/min. Second photolithographic patterning was done with 
alignment to the mesa, then a 10nm/150 nm/10nm/100 nm Ti/Al/Ni/Au metal layer was deposited by electron-beam 
evaporation followed by lift-off, and then annealed at air ambient at 650 °C to form ohmic contact for n-type GaN. By 
repeating a 3rd  alignment photolithography, a 5 nm/5 nm thick Ni/Au metal layer was deposited and annealed at 
550°C to form ohmic contact to p-type GaN. After a 4th alignment photolithography, ~200nm Au was deposited and 
form p-bond. A thin layer of SiO2 is deposited by plasma enhanced chemical vapor deposition on top of the Ni/Au 
p-type 5 nm/5 nm ohmic contact layer, then a 5th alignment photolithography is done to open window on top of 
p-bond, on which the deposited SiO2 was away by immersion into buffered HF solution. Aluminum is then evaporated 
on top of SiO2 by thermal evaporation with a thin titanium transition layer to enhancing adhesion. ZEP520 resist is 
mixed with Aniso by 2:1 ratio, then spinned onto sample surface at 3000rpm for 90sec, getting a thickness of ~250nm. 
Then baked on hotplate at 180°C for 2min to evaporate the solvent. Then a thin layer of carbon particle inside water 
solvent is spinned on top of resist at 1000rpm for 30sec, then baked on hotplate at 95°C for 2min to evaporating water 
solvent, to form a conductive coating for accumulated charge during e beam writing, which is especially helpful for 
non-conductive sapphire substrate here.  Electron beam lithography (EBL) is then performed on ELS-7000 e-beam 
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direct write system with 100 kV acceleration voltage to define accurate 150 nm period grating array on ZEP resist. A 
field of 300um by 300um is used to covers whole writing area indicated by the red square shown in the SEM image 
figure 5(a). Such a writing strategy gives uniform pattern in large area since no relative movement is needed between 
gun and stage within one field writing time, thus could avoid any mis-alliment of nanograting pattern which degrade the 
polarization effect. After writing, the sample is rinsed with DI water to clean the carbon conduction layer, and then 
immersed into oxylene for 30s developing time. The grating pattern was replicated into the underlying aluminum 
layer through etching process. Figure 5 (b) shows that the grating pattern is uniform across the emission region of 
LED surface, while figure 5 (c) shows that the grating pattern is discontinuous around p-pad, leaving a gap where 
unpolarized emission should come out through the gap. 
 
 
 
 
 
 
 
 
 
 
 
 
 

          

 
 
 
FIG. 5. SEM image of (a) LED mesa and EBL writing area (b) uniform grating pattern across the emission region 
of LED surface (c) discontinuous grating pattern around p-pad. 
 
4. CONCLUSIONS 
In conclusion, we have discussed in detail on the design and fabrication of subwavelength metallic nano-gratings 
based InGaN green light emitting diode grown on (0001) oriented sapphire for linearly polarized light emission. 

(a) 

(b) (c) 
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It is a real-world device application of nanophotonics. This method simply requires no special LED design, package, 
substrate and growth conditions, and is general to be extended to almost any wavelength range light emitter by scaling 
the dimension of SMN period only, and can be high throughput for commercialization when nanoimprint lithography 
is used. 
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Abstract— We present a detailed analysis of the influence of the group-velocity (GV) on the
dynamics of optical pulses upon their propagation in one-dimensional photonic crystal waveguides
(PhCW). The theoretical model used in our analysis incorporates the linear optical properties
of the PhCW (GV dispersion and optical losses), free-carrier (FC) effects (FC dispersion and
FC-induced optical losses) and nonlinear optical effects (Kerr nonlinearity and two-photon ab-
sorption). Our analysis shows that, unlike the case of uniform waveguides, the GV of the pulse,
dispersion coefficients, and the waveguide nonlinear coefficient are periodic functions with respect
to the propagation distance. We also demonstrate that linear and nonlinear effects depend on
the group-velocity, vg, as v−1

g and v−2
g , respectively.

1. INTRODUCTION

Silicon photonics represents an emerging fast growing area of research, which is envisioned to
revolutionize on-chip and chip-to-chip optical communications systems by developing silicon-based
photonic devices manufactured using the well-established CMOS technology [1, 2, 3]. There are
several unique properties of silicon that make it an ideal integration medium for functional photonic
devices. For example, by using waveguides with a silicon core (nSi = 3.45) and a low-index cladding
(n = 1 for air and nSiO2 = 1.45 for silica) one can achieve a very tight optical field confinement
and, consequently, enhanced optical power flux. The second key optical property of silicon is an
extremely large third-order susceptibility – about 3-4 orders of magnitude larger than that of silica.
This large optical nonlinearity, in connection with the strong optical field confinement, leads to
further enhancement of the effective optical nonlinearity of silicon-based photonic devices. This
enhancement results in achieving strong nonlinear optical effects at low optical power [4], as well
as very compact nonlinear optical devices [5, 6, 7]. In addition, for subwavelength waveguides both
the linear dispersion coefficients [8, 9], as well as the nonlinear effective coefficient of the waveguide
[3], depend chiefly on the geometry of the photonic structure.

One very promising approach to further decrease the size of silicon-based photonic systems is to
employ nanostructured devices based on photonic crystals (PhCs). Thus, subwavelength patterning
increases the device parameter space and therefore it provides an efficient approach to tailor and
optimize the device functionality. For example, by simply tuning the geometrical parameters of
PhC waveguides (PhCWs) one can achieve an optical guiding regime in which the group-velocity
(GV) of the propagating modes of the waveguide is as small as 10−4c [10]. In this slow-light regime
nonlinear optical effects, such as Raman interaction [11], third-harmonic generation [12, 13], and
superprism effects [14], are dramatically enhanced and therefore the footprint of active devices
can be reduced significantly. It is expected that, in addition, these enhanced nonlinear optical
effects would strongly affect the dynamics of optical pulses propagating in subwavelength silicon
waveguides. In this connection, in this paper we study the influence of the GV on the temporal
and spectral characteristics of optical pulses propagating in PhCWs made of silicon.

2. DISPERSION PROPERTIES OF THE PHOTONIC CRYSTAL WAVEGUIDE

To begin with, we consider a PhC slab waveguide with thickness h, made of silicon, perforated by
a hexagonal lattice of holes; the lattice constant and hole radius are a and r, respectively. A one-
dimensional (1D) waveguide is then obtained by filling one of the rows of holes, which is assumed
to be oriented along the ΓK crystal symmetry axis [see Fig. 1(a)]. The coordinate system is chosen
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Figure 1: a) Projected band structure of a Si PhC slab waveguide with h = 0.6a and r = 0.22a. Solid
and dashed curves correspond to the fundamental and second mode, respectively. Dark grey and light grey
regions correspond to leaky modes and slab guiding modes, respectively. b) Dependence of neff , ng, and β2

on the normalized frequency, calculated for a = 412 nm. c) Isosurface plots of the field intensity of a mode
with ω̃ = 0.267 (top panel) and a slow-light mode with ω̃ = 0.245 (bottom panel).

such that the line defect is oriented along the z-axis whereas the y-axis is perpendicular to the
plane of the PhC slab. Then, the spatial distribution of the index of refraction is described by the
function n(r), where n(r) = 1 and n(r) = nSi ≡ n for the regions of the holes and outside the slab,
and for the silicon regions, respectively.

We have determined the photonic band structure of the 1D PhC waveguide by using a numerical
method based on the plane wave expansion algorithm. We have considered a PhCW with h = 0.6a
and r = 0.22a, and used a super-cell with size of 6

√
3a × 4a × a along the x-, y-, and z-axis,

respectively. The size of the computational step along the x, y, and z directions was a
√

3/40, a/20,
and a/20, respectively. The results of our numerical simulations, presented in Fig. 1(a), show that
the PhCW has two (TE-like) guiding modes located in the full frequency band gap of the PhC slab
waveguide. Since the index of refraction n(r) of the 1D PhCW is periodic along the z-axis, the
Bloch theorem implies that the mode propagation constant, β, which is oriented along the z-axis,
is restricted to the first Brillouin zone, β ∈ [−π/a, π/a]. Note also that the dispersion curves shown
in Fig. 1(a) are given in dimensionless units, namely, ω̃ = ωa

2πc for the normalized frequency and
k̃ = βa

2π for the normalized wave vector.
One important property of the guiding modes of the PhCW, which is illustrated in Fig. 1(c), is

that the mode field profile is strongly dependent on the frequency, Therefore, one expects that the
mode propagation constant varies strongly with the frequency. The dependence β = β(ω) ≡ neff ω

c ,
where neff is the effective index of the mode, allows us to determine a set of dispersion coefficients
that characterize the optical pulse dispersion in the waveguide. Specifically, β1 ≡ ∂β

∂ω = 1
vg

defines

the GV of the optical pulse, whereas β2 ≡ ∂2β
∂ω2 describes the pulse GV dispersion (GVD). The

frequency dependence of these dispersion coefficients, calculated for the fundamental mode, is
presented in Fig. 1(b). Among other things, this figure shows that near the edge of the first
Brillouin zone the group index ng = c/vg has large absolute value, one immediate consequence
being that β2 becomes very large in this slow-light regime.

3. MATHEMATICAL MODEL

The theoretical model that describes the pulse propagation in 1D PhCWs, which has been derived
in Ref. [15], consists of an equation that governs the evolution of the optical field,

i

[
∂A

∂z
+

δ(z)
vg

∂A

∂t

]
− β2δ(z)

2
∂2A

∂t2
= −ωδnFC

nvg
κ(z)A − i

cαFC

2nvg
κ(z)A − γ(z)|A|2A, (1)

coupled with a standard rate equation, which describes the FC dynamics,

∂N(z, t)
∂t

= −N(z, t)
τc

+
3Γ′′(z)

4ε0~a2v2
gAnl(z)

|A(z, t)|4. (2)
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Figure 2: The group-velocity shift δ, the mode overlap parameter κ, and waveguide nonlinear coefficient γ
vs. distance z, calculated for the fast- and slow-light modes presented in Fig. 1(c). Dashed and solid curves
correspond to the fast- and slow-light modes, respectively.

In these equations, A(z, t) is the field amplitude (measured in
√

W), N(z, t) is the FC density, τc is
the FC relaxation time, δnFC and αFC are the FC-induced change in the index of refraction and
the FC loss coefficient, respectively, and are proportional to the FC density N , Anl is the effective
area of the mode, and

γ(z) =
3ωΓ(z)
4ε0a2v2

g

(3)

is the nonlinear coefficient of the waveguide. Furthermore, the averaged third-order susceptibility,
Γ, the GV shift, δ, and the mode overlap coefficient, κ, are given by the following expressions:

Γ(z) =
a4

∫
e∗ · χ̂(3)

...eee∗dS∫
Vcell

n2(r)|e|2dV
; δ(z) =

a
∫ [

µ0|h|2 + n2(r)|e|2] dS∫
Vcell

[µ0|h|2 + n2(r)|e|2] dV
; κ(z) =

an2
∫
Snl

|e|2dS∫
Vcell

n2(r)|e|2dV
,

(4)
where χ̂(3) is the third-order susceptibility of bulk silicon and e(r) and h(r) are the electric and
magnetic field of the waveguide mode, respectively. It should be noted that, as shown in Fig. 2,
and unlike the case of uniform waveguides, these physical quantities are periodic functions of the
distance z. Figure 2 also shows that this dependence on z is much stronger in the case of the slow-
light mode as compared to the case of the fast-light mode, which emphasizes the strong frequency
dispersion of these PhCWs.

4. INFLUENCE OF GROUP-VELOCITY ON PULSE DYNAMICS

One important conclusion illustrated by the Eq. (1) and Eq. (2) is that the GV of the optical pulse
would have a strong influence on the pulse dynamics, especially at large peak power, P . To be
more specific, the linear terms in the Eq. (1) are inverse proportional to vg, which implies that the
FC-induced losses are inverse proportional to vg, whereas the nonlinear terms in the Eq. (1) and
Eq. (2) are inverse proportional to v2

g . In other words, when compared to the fast-light regime, in
the slow-light regime the nonlinear optical effects are enhanced significantly more than the linear
ones. This dependence, however, becomes more complicated as the power increases, since in this
case the generated FCs increase the linear and nonlinear absorption via the FC absorption and
two-photon absorption (TPA), respectively. Thus, as can be seen from the Eq. (2), the amount of
FCs generated via TPA is inverse proportional to v2

g , and therefore the FC-induced losses become
inverse proportional to v3

g .
In order to illustrate this strong dependence of the pulse dynamics on the GV, we present in

Fig. 3 the temporal and spectral profiles of a pulse that propagates in a silicon PhCW, both in the
fast-light and the slow-light regimes. In these numerical simulations the spatial integration step was
a/20 and the relaxation time τc = 0.5 ns. In both cases the pulse temporal width T0 = 2 ps and the
propagation distance z = 1000a are the same. Among other things, this figure shows that in the
fast-light regime the temporal profile of the pulse remains almost unchanged during the propagation,
except for a small decrease in amplitude due to the FC losses and TPA. On the other hand, it can
be seen that at large optical power the spectrum of the pulse becomes asymmetric and splits in
two separate pulses, the latter feature being the signature of the self-phase modulation effect. By
contrast, in the slow-light regime both the temporal profiles of the pulse, as well as the pulse spectra,
are modified dramatically during the pulse propagation in the waveguide. Specifically, because in
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Figure 3: a) The temporal and spectral pulse profiles calculated for several values of power P . For a better
illustration, the pulse profiles are displaced vertically by a constant shift. The pulse GV vg = c/4.125, which
corresponds to ω̃ = 0.267. The PhCW has h = 0.6a and r = 0.22a, with a = 421 nm. The pulse width
T0 = 2 ps, β2 = 10 ps2/m, and the propagation distance z = 1000a. b) The same as in a), but for a slow-light
mode with vg = c/35, ω̃ = 0.245, and β2 = 104 ps2/m. The dashed curves correspond to the input pulse.

this case β2 is three orders of magnitude larger than in the fast-light regime, the temporal width of
the pulse broadens significantly. Moreover, even at moderate optical power the pulse decay is much
stronger in this case, which means that the optical losses due to the generation of FCs and TPA
are larger. Note also that in the slow-light regime the spectrum of the pulse develops a series of
oscillations, which again is a signature of the phase modulation induced by the FC dispersion and
the Kerr effect. Indeed, the nonlinear coefficient γ of the slow-light mode is about two orders of
magnitude larger than in the case of the fast mode, and therefore in this case one expects that the
pulse is much more strongly influenced by the increased amount of generated FCs and the enhanced
nonlinear optical effects.

5. CONCLUSION

In conclusion, we have presented a detailed analysis of the influence of the GV on the pulse propa-
gation in 1D PhCWs made of silicon. In particular, we have included in our analysis linear optical
effects induced by the waveguide dispersion and nonlinear optical effects due to the (Kerr) nonlin-
earity of silicon, and studied their influence on the pulse propagation. We have applied the general
theoretical formalism to two particular cases, namely, the propagation of optical pulses in a single
mode PhCW in the slow-light and fast-light regimes. One important conclusion of this theoretical
analysis is that due to a complex interplay between effects induced by the generation of FCs and
nonlinear optical effects, the pulse dynamics in the slow-light and fast-light regimes show markedly
different physical characteristics.
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Abstract- A hybrid metal-dielectric photonic crystal – the opal film coated by a gold film has been designed in order 
to realize optical spectra that emanate from superposition of photonic bandgaps in the opal and extraordinary 
transmission in the gold films. The photonic crystal provides a spatial template for the gold film profile and modifies 
the electromagnetic vacuum around the gold layer. The correlation between bands of enhanced transmission and the 
surface plasmon polariton dispersion suggests the plasmon excitation by photonic crystal eigenmodes.  
 
1. INTRODUCTION 

Since invention of photonic crystals (PhCs) the special attention was paid to the control upon their 
properties by changing the lattice symmetry, refractive index contrast, filling fraction of heavy dielectric and so 
on. Among these parameters, the boundary of a PhC is responsible for the light coupling to the PhC interior. 
However, the surface of 3-dimensional (3D) PhCs was not in the focus of interest until recently1 because truly 
evanescent waves do not contribute to the PhC optical response.   

If the interface is designed to support evanescent waves, the influence of a surface upon PhC properties 
can be dramatically enhanced. Surface plasmon polaritons (SPP) bounded to the metal-dielectric interface is the 
prominent example of such excitations. Correspondingly, deposition of a metal film on a 3D PhC template could 
provide yet another means of tailoring the PhC properties. Such hybrid architecture brings a synergy of photonic 
band gap (PBG) structure for the electromagnetic (EM) waves and the extraordinary transmission (EOT) through 
a metal film containing subwavelength-sized holes2,3.  

Among many methods of creating metal films with regular arrays of holes or with periodic profiles4,5 
the simplest and cheapest method is that which involves coating of an ordered array of nanospheres by a metal 
layer6. In the case of metal-capped spheres, the EOT phenomenon becomes modified7,8,9 by underlying 2D PhC 
slabs10, in particular, the strong field confinement in the eigenmodes of the 2D PhC slabs enhances the EOT 
magnitude. As a result, the spectral range of higher transparency appears in the vicinity to the PBG.  

In the case of 3D PhCs one can expect that the Au film becomes exposed to the PhC-structured EM 
vacuum. The crucial question to be asked is how the transmission enhancement will interfere with the PBG 
transmission suppression. In order to examine this issue, we have deposited a thin gold film on the surface of a 
thin opal film and compared the optical properties of this structure to those of the bare opal film. A clear 
correlation between the spectral features of the PBG and EOT confirms their relationship, but the deviation from 
a simple superposition of these optical effects points to the indirect character of this link. 
 
2. EXPERIMENTAL TECHNIQUE 

Opal films were crystallized in a vertically moving meniscus on hydrophilic glass slides, which were 
lifted up and out of a suspension of poly-methyl methacrylate spheres of 559 nm in diameter as described 
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elsewhere11. Application of acoustic noise agitation of the colloid suspension during the course of film 
crystallization improved the crystal structure12. A nominally 50 nm thick Au film was sputtered on top of the 
freshly crystallized opal (Fig.1, left).  

  
Fig.1. Left panel – SEM image of the opal surface coated by 50nm thick Au film. Right – Brillouin zone of the 
opal PhC. Numbers indicate Miller indices of crystal plane in the real space that correspond to some 
characteristic directions in the reciprocal space. 
 

Angle-resolved transmission/reflectance spectra were acquired at different angles of incidence, , with 
respect to the film normal from -40o to 40o. The samples were illuminated by a collimated beam of ~1mm in 
diameter from a tungsten lamp. The spectra were acquired using s- and p-polarized light, the electrical field of 
which is oriented either perpendicular or parallel to the plane of light incidence. The control of the azimuthal 
orientation of this plane allowed the interrogation of the optical properties along the ULK line of the 1st Brillouin 
zone of the opal PhC (Fig.1, right). A depolariser plate was used to scramble the light polarization before 
approaching the spectrometer. 

In what follows we will denote the diffraction resonances according to the Miller indices of an 3D fcc 
lattice and 2D hexagonal lattice. The most densely packed (111) planes represent the hexagonal lattice of 
touching spheres. This plane forms the surface of the opal film. The dispersion of diffraction resonances for 
different families of opal crystal planes was obtained using the Bragg law approximation and the dispersion of 
the SPP waves was obtained taking into account the dielectric constant of gold13. 

 
2. RESULTS AND DISCUSSION 

Fig.2a is a map of the transmission spectra of a bare opal film obtained at different incidence angles 
under p-polarized light. From the Bragg approximation to the dispersion of the (111) diffraction resonance, the 
sphere diameter D=559 nm and the effective index of refraction neff=1.38 were obtained. Using these values, the 

dispersions of the )111( , (200), (220), (311) and (222) resonances in the fcc lattice were calculated and, then, 

they were identified in transmission spectra.  
After coating with an Au film, the transmission of the hybrid structure is dramatically reduced from 70% 

down to 2% at the long wavelength edge of studied spectral interval. However, the transmission then increases 

as the wavelength decreases and reaches its maximum at 725 nm for the normal incidence of the light ( o0 ) 

(Fig.2, right). With the increase of the angle of incidence the magnitude of the EOT peak decreases rapidly. 
However, this peak is surrounded by several other transmission peaks of lower intensity, which extend to higher 
incident angles. The EOT bands then coexist along with the transmission minima associated with PBGs.  
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Fig.2. Transmission spectra of the parent opal film (left panel) and Au-coated hybrid PhC (right panel) under 
illumination with p-polarized light. Arrows indicate the diffraction resonances (left) and superposition of 
diffraction and EOT bands (right). 
 

It is readily seen that the EOT observed under p-polarized light tightly correlates the SPP resonance 
dispersions. The EOT maximum at 725 nm corresponds exactly to the node of SPP resonance branches that 
propagate along the opal-gold film interface. At oblique light incidence the long wavelength edge of the EOT 

band follows the dispersion of o(11) and )11(o  SPP branches of the hexagonal 2D Au grating at the opal-gold 

interface. The next set of SPP dispersion curves that belong to the air-gold film interface have their origin in the 
smaller EOT peak at 605 nm. At oblique light incidence the EOT bands stick to dispersions of the corresponding 

SPPs, e.g. a(11) and )11(a  bands. Remarkably, that )111( and (200) diffraction minima that would normally 

appear in the transmission spectrum of the opal lattice are replaced by EOT bands in the Au-opal hybrid.  
The transmission pattern contains regions of avoided crossing of SPP modes that leads to a “patchy” 

map of the enhanced transmission (Fig.2, right). The transmission attenuation inherited from the PBG structure 
of the underlying opal PhC contributes to the transmission map in p-polarized light only for (111), (220) and 
(311) resonances. In the short-wavelength range, the transmission pattern of Au-opal hybrid acquires a degree of 
asymmetry with respect to the change of the incidence angle sign in correspondence to the asymmetry of the 
PBG structure of the opal substrate (Fig.2, left). 

Transformation of reflectance spectra is also dramatically strong. Reflectance of parent opal film is 
dominated by the (111) diffraction peak in both polarizations (Fig.3). After deposition of the Au film, the 
reflectance acquired the non-reciprocity with respect to the illumination direction. Being illuminated from the 
opal side (through a glass substrate), the hybrid reflectance appears as a superposition of the gold film 
reflectance and the opal diffraction resonances (Fig.4, bottom row). In contrast, if the Au film side is illuminated, 
no PhC diffraction can be resolved. In this case, the reflectance spectra are dominated by the minimum, related 
to the energy spent for the SPP excitation (Fig.4, top row). It is this reflectance that provides the background for 
the spectra in Fig.4, bottom row. Thus, the gold film blocks the p-polarized light that is backdiffracted by a PhC. 
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The spectra in s-polarized light are less affected by SPP, because this process is mediated by the s-p polarization 
conversion. 
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Fig.3. Reflectance spectra of bare opal film under p- (left panel) and s- (right panel) polarized light illumination. 
Colour coding shows the reflectance magnitude in percents. 
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Fig.4. Reflectance spectra of Au-opal hybrid under p- (left column) and s- (right column) polarized light 
illumination from the Au film (top row) and opal film (bottom row) sides of the hybrid sample. Colour coding 
shows the reflectance magnitude in percents. 

 
The observed EOT effect resembles that reported for the EOT of Au-coated 2D PhCs slabs consisting of 

a hexagonally packed monolayer of spheres. Previously, comprehensive numerical studies have demonstrated 
the direct connection between the EOT peak and the 2D PBG structure, linking not only the position of the EOT 
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peak and the sphere diameter, but also assuming localization of the EM field in the eigenmodes of the 2D PhC as 
being the major driving force for induced EOT 10. Similarly, the excitation of SPP in the metal film by 3D PhC 
eigenmodes can be linked to diffractive coupling. Moreover, by necessarily matching the periodicities of the 
opal and the Au film corrugation we ensure the efficiency of SPP excitation.  

In the case of the 3D opal-based PhC, the EM field pattern affecting the Au film is much more complex 
as compared to the 2D case, being composed of 3D eigenmodes. In fact, the SPP is excited not only from the 
direction of the incident beam, but simultaneously by beams that are diffracted in a 3D lattice. This effect leads 
to substantial broadening of the EOT spectrum towards longer wavelengths. Certainly, a 3D PhC slab should be 
thick enough to produce intense beams diffracted by high-index planes in order to achieve such broadening. 
Moreover, one should take into account the ‘crescent-moon’ shape of the Au cap formed on each sphere. Thus, 
the EOT pattern acquires a complex appearance, which is not fully explained by 2D mode dispersion only.    

The EOT directional anisotropy naturally follows from the directionality of the opal PBG. The s-p 
polarization coupling is an efficient process for light propagating along the film normal, leading to near equal 
intensities of the EOT peaks under both polarizations. But at oblique incidence where the spatial EM field profile 
excited in a PhC by s- and polarized light becomes essentially different, the polarization anisotropy of the EOT 
becomes dependent on PBG attenuation that is much stronger under s-polarized light14. 
 
4. CONCLUSIONS 

The spectra of hybrid Au-coated opal films represents a superposition of PBG resonances in a 3D PhC 
lattice and SPP resonances in the corrugated Au film. The SPP excitation in such hybrids can be achieved by 
coupling to surface and volume modes of the PhC. We suggest that these new type of hybrid metal-dielectric 
colloidal crystals can be exploited in order to be able to further engineer the optical response of PhCs. 
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Abstract- In this paper, I propose a new design of a Defected Structure (DS) for use as an 

Electromagnetic Band Gap (EBG) configuration for printed antennas and circuit applications. 

The proposed defected structure embodies a honeycomb lattice of air cylindrical holes. The 

proposed DS is applied to three different configurations using dielectric substrate (dielectric 

constant 6 and thickness 1.5 mm); namely: dielectric substrate backed by defected ground 

plane, defected dielectric substrate backed by normal substrate and defected dielectric substrate 

backed by defected ground plane. The simulated values of the transmission coefficient S21 for 

the latest one show two well defined stop bands around 8.5 and 9.5GHz, respectively. The first 

band has been used to reduce mutual coupling in a microstrip array. On the other hand, the stop 

band defined around 9.5GHz has been applied to enhance the characteristics of rectangular 

patch antenna and improve the operational 10dB bandwidth. 

 

1. INTRODUCTION 
Electromagnetic Band Gap structures (EBG) are 3-D periodic objects that prevent the propagation of the 

electromagnetic waves in a specified band of frequency for all angles and for all polarization states [1], [2]. EBG 

structures have become very popular as well as an active area of research in the antenna communities and microwave 

printed circuit filters [3], [4]. A good fraction of these developments involves, the ground planes printed with various 

patterns, slots and cuts [5]. 

 

 In this paper, I propose a simple design of a Defected Structure (DS) in the form of a honeycomb lattice of air 

cylindrical holes of equal diameter as a wide band EBG material. The proposed EBG structures have been used to 

reduce mutual coupling in a microstrip array and to enhance the characteristics of rectangular patch antenna. 3D 

simulator based on finite difference time domain (FDTD) algorithm [6] was used for our design.  

 

3. RESULTS  
First, the 3D simulator based on FDTD code is tested, we present the analysis of transmission line fed 

rectangular patch antenna [7]. Figure 1.a illustrates the dimensions of the tested antenna. Figure 1.b shows the 

calculated decibel magnitude of the return loss for rectangular patch antenna [7]. Agreement between the calculated 

results (resonant frequency and 10-dB bandwidth) of (7.5GHz and 4.3%) with the measured values shown in reference 

[7] corroborates the validity of our used 3D FDTD simulator. 

 

Next, the proposed DS embodies honeycomb lattice array of air cylindrical holes of 14mm lattice spacing. The 

proposed DS is applied to three different configurations using dielectric substrate (dielectric constant 6 and thickness 

1.5 mm): (i) Geometry #1, dielectric substrate backed by defected ground plane, (ii) Geometry #2, defected dielectric 

substrate backed by normal substrate and (iii) Geometry #3, defected dielectric substrate backed by defected ground 

plane. The schematic diagrams are shown in Fig. 2.a.  

 

The EBG of each configuration is tested by calculating the transmission coefficient (S21) plots for the 2-port 

network: microstrip transmission line, designed on the dielectric substrate as shown in Fig.2.b. The calculated 

transmission characteristics of a microstrip line for the three considered DS for different values of hole diameter d are 
shown in Fig. 3. The figure shows that, for the hole diameter d=6.7mm, the DS#1 results in a stop band (S21 < –15dB) 

over 10-12 GHz, , whereas the DS#2 results in a stop band (S21 < –15dB) over 8.6-9.5 GHz, and the DS#3 results in a 

two stop bands (S21 < –15dB) over 8.3-8.8 GHz and 9.2-11GHz, respectively, The figures prove that, the honeycomb 

lattice that possesses two atoms per unit cell present a complete band-gap between high order bands.  

 

Next, the EBG over 8.3-8.8 GHz of the geometry#3 is applied to improve the mutual coupling between the 

elements of a two element rectangular patch array. The schematic diagrams of a two-element rectangular patch array 

with the proposed DS#3 are shown in Fig.4. Figure 4.d shows the calculated scattering parameter S11 and S21 which are 

nearly identical to S22 and S12, respectively. The simulation illustrates that the reduction in E-plane coupling between 

the radiating elements is nearly 3 dB.  
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 Finally, the S parameter calculations for coaxial probe feed rectangular patch antenna over DS#3 with EBG 

over 9.2-11GHz are presented. The geometry details of the suggested configuration are shown in Fig. 5. Figure 5.d 

shows the comparable results between normal substrate and proposed EBG substrate shown in Fig.2.b. The calculated 

values of S11 show that the 10dB operational bandwidth is 1.3369GHz or 14.3%. Conventional patch design, without 

the proposed EBG structure, typically only resonant with less than 5.6% bandwidth. 

 

4. CONCLUSION 
Three simply defected structures are designed and simulated theoretically for X-band printed antenna and 

microstrip circuit applications namely: dielectric substrate backed by defected ground plane, defected dielectric 

substrate backed by normal ground plane and defected dielectric substrate backed by defected ground plane. The 

simulated transmission characteristics of a microstrip line etched for the latest one show two well defined stop bands 

(transmission coefficient below –15dB) over 8.3 to 8.8GHz and 9.2 to 11GHz frequency ranges, respectively. The first 

band has been used to reduce mutual coupling in a microstrip array. The S21 results show that the reduction in E-plane 

coupling between the radiating elements is nearly 3dB. On the other hand, the stop band defined around 9.5GHz has 

been applied to enhance the characteristics of rectangular patch antenna. The S11 values show that the 10dB operational 

bandwidth is 1.3369GHz or 14.3%. Conventional patch design, without the proposed EBG structure, typically only 

resonant with less than 5.6% bandwidth. 
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Fig.1: Microstrip line fed rectangular patch antenna, (a) Geometry details [7], (b) Return loss. 
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Fig.3: Transmission characteristics plot illustrating a band-gap in a microstrip transmission line:   

(a) Geometry #1, (b) Geometry #2 and (b) Geometry #3.  

Fig.2: (a) Front view of the honeycomb lattice of air circular holes: (b) Cross sectional view of 

three defected configurations with microstrip transmission line of width 14mm etched on the 

dielectric substrate.   
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Fig.4: Two element rectangular patch array on a geometry #3, (a) Patch Geometry, (b) Front view, (c) 

Cross sectional view, (d) S-Parameter. 
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Fig.5: Coaxial probe-fed rectangular patch antenna, (a) Patch Geometry, (b) Front view, (c) Cross 

sectional view, (d) Return loss. 
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Abstract— We developed a hydrogen sensor using the extraordinary optical transmission of
sub-wavelength hole arrays. The sensor consisted of a palladium thin layer with an array of sub-
wavelength holes on a silicon substrate. The main resonance peak of the transmitted spectrum
moved toward longer wavelengths when the sensor was exposed to hydrogen. In this study, the
dependence of the peak shift with the aspect ratio of the rectangular hole arrays and the thickness
of the palladium layer was investigated by simulation. Our simulation results showed that the
largest shifts with sharp resonance peaks were obtained for large aspect ratios with a thickness
of 100 nm.

1. INTRODUCTION

The extraordinary optical transmission (EOT) phenomenon through the periodic sub-wavelength
hole arrays on the metallic layer was discovered by Ebbesen and his co-workers in 1998 [1]. Gener-
ally, the zero-order of the transmitted light is diffracted through the sub-wavelength aperture and
the magnitude of the far-field transmission is small. In the EOT phenomenon, the light wave passes
through the sub-wavelength apertures. It is caused by the coupling between the surface plasmons
and the incident wave on the metallic layer. After Ebbesen’s discovery, the EOT phenomenon has
been applied to fabricating left-handed materials [2] and alternative surface plasmon resonance sen-
sors [3]. In our research, the EOT phenomenon was applied as a new scheme for optical detection
of gases.

Sensing H2 leakage near the lower explosive limit (LEL) is important for preventing H2 explosion.
A leakage of H2 over 4%, the LEL, in dry air would easily lead to an explosion with an ignition.
Potentially, optical H2 sensors are attractive owing to their safety when they are compared to other
electrical measurement sensors, because they do not have connections with electrical components
and H2.

In this study, the EOT phenomenon was applied to an optical H2 sensing. Pd was used as a
material of the sub-wavelength hole arrays since it allows the selective detection of H2. Through
H2 exposure, a Pd hydride is formed, which is known for its lattice parameter expansion and its
dielectric constant variation. Under 2% H2 concentration, near the LEL, the lattice parameter
expands by 3.5% and the dielectric constant decreases by 20%. These effects are expected to affect
the transmitted spectra in the EOT phenomenon. We investigated the amplitude of the hole shape
and the Pd thickness toward the H2 sensitivity of the sub-wavelength Pd hole arrays.

2. THEORY OF EXTRAORDINARY OPTICAL TRANSMISSION

The enhanced transmission is due to the coupling of the light wave to the surface plasmons on the
metallic layer. The coupling condition is described by the following equation:

|k⃗sp| = |k⃗in + iG⃗x + jG⃗y|, (1)

where ksp is the surface plasmon wave vector, kin is the incident wave vector, Gx, Gy are the lattice
vectors, and i, j are the integers. Additionally, the propagation length Lsp of the surface plasmon
is described by the following equation:

Lsp =
1

2Imag(ksp)
. (2)

For the normal incidence on the square arrays, the main resonance peak λsp is described by the
following equation:

λsp(i, j) =
d√

i2 + j2

√
ϵ1ϵ2
ϵ1 + ϵ2

, (3)
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where d is the period of the arrays, ϵ1, ϵ2 are the dielectric constant of the metal and the dielectric
media.

3. HYDROGEN DETECTION SCHEME
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Figure 1: The propagation length Lsp of surface plas-
mon at Pd/Air was calculated by Eq. (2).

Si was used as the substrate for the fabrication,
because Si is transparent in the infrared region.
For the purpose of coupling the incident wave
and the surface plasmons, the propagation length
must be large enough to propagate along the
whole array. The propagation length of surface
plasmons at Pd/Air is long in the infrared wave-
length region (Fig. 1).

First, the square shaped Pd sub-wavelength
hole arrays were prepared on Si substrates [4].
The main resonance peak reduced its amplitude
by 3.8% when it was exposed to near LEL of
(2%). The main reason of the reduction was the
formation of Pd hydride which caused the lattice
expansion of the Pd layer and the reduction of
optical parameters.

Second, the various effects of the Pd hydride toward the transmitted spectrum was investigated
[5]. The finite-difference time-domain method was applied to simulate the electromagnetic wave
propagation through the metallic Pd hole arrays. It was revealed that the lateral expansion cor-
responded to a decrease in the hole width and it played a predominant role in the decrease in
transmittance.

Finally, we developed an all-optical and room temperature H2 sensor [6]. The main resonance
peak shifts 200 nm toward longer wavelengths when the sensor is exposed to the near LEL of (2%)
H2. The main point of our sensor was the rectangular shaped hole arrays. In 2005, van der Molen
and his co-workers found that the main resonance peak moves toward longer wavelengths when
the hole aspect ratio is increased [7]. The Pd rectangular shaped holes increase their aspect ratio
when exposed to H2, thus shifting the main resonance peak. We investigated the dependence of
the hole aspect ratio, the optical index and the expansion in the Pd sub-wavelength hole arrays on
the sensitivity to H2. The magnitude of the peak shift value was found to have an optimum aspect
ratio.

In this study, the dependence of the hole shape and the Pd layer thickness were investigated
for detecting H2 by simulation. The thickness of the metallic layer affects the coupling on the two
sides of the metallic layer [8]. The optimum thickness was investigated as well as the aspect ratio.

4. SIMULATION SETUP

Pd

Si

RCWA model

Fabricated sample

3 μm

Pd thickness

a
b

Aspect Ratio = a / b

a = 800 nm

b = from 400 to 800 nm

d = 1.1 μm

d

Figure 2: The simulated RCWA model and a scan-
ning electron microscope image of the fabricated
sample [6].

The rigorous coupled-wave analysis (RCWA)
method was applied to simulate the electro-
magnetic wave propagation through the periodic
sub-wavelength hole arrays. We used Diffract-
MOD (RSoft Design Group, Ossining, NY, USA)
to compute the zero-order transmission spectra.
Fig. 2 shows the three-dimensional schematic di-
agram for the Pd sub-wavelength hole arrays on
the Si substrate. A 10-µm-thick Si substrate was
used. The thickness of the Pd layer on the Si
substrate was changed from 25-nm-to 150-nm.
The long side of the rectangular hole was fixed
to 800 nm and the short side was changed from
400 nm to 800 nm. The incident wave was po-
larized along the axis parallel to the short side of
the rectangular hole. The zero-order transmis-
sion spectra were measured at normal incidence.
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5. RESULTS & DISCUSSIONS

First, the representation of the EOT phenomenon using the RCWA method was investigated.
The position of λsp(1, 0) and the main resonance peak were in good agreement with the observed
positions. Therefore, a correct representation of the effect of the EOT phenomenon was achieved
by the RCWA simulation. The simulated and measured spectra in dry air and under 2% H2 are
shown in Fig. 3.

Second, the representation of van der Molen’s results using RCWA method was investigated.
In dry air, the shift of the main resonance peaks toward longer wavelengths depends on the hole
aspect ratio as shown in Fig. 4. Additionally, λsp(1, 0) did not shift with Pd thickness because it
depends on the hole period, dielectric constant of Pd and integers.

Finally, we investigated the effect of the Pd layer thickness on the peak shift of the hole arrays.
The peak shifts were calculated from simulated zero-order transmission spectra (Fig. 5). Large
peak shifts were observed for thin Pd layers. The 25, 50 and 75 nm Pd layers were semi-transparent
and the change in their optical index was the dominant effect. Smaller peak shifts were observed
for thicker Pd layers in the opaque region. The 100, 125 and 150 nm Pd layers were opaque and
the coupling on the two sides of the metallic layer was reduced in strength. The amplitude of
the effect of the lattice parameter expansion and the dielectric constant were investigated in Fig.
6. Large peaks shifts toward longer wavelengths were produced by the additive effects of the Pd
lateral expansion and the Pd dielectric constant reduction. The vertical expansion of the Pd layer
reduced the total shift.
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2% H2, the Pd thickness was 100 nm and the
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was simulated by the RCWA method.
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6. CONCLUSION

In this report, we studied the shift of the main resonance peak of Pd sub-wavelength hole arrays
exposed to near LEL H2. In the EOT phenomenon, the thickness of the metallic layer is one of the
parameters that affect the coupling between the two sides of the Pd layer. Our sensor exhibited
enhanced peak shift for thin Pd layers. However, for too thin layers, the Pd layers became semi-
transparent and the resonance peaks of the hole arrays were too broad to be useful for sensing.
The thick opaque Pd layers produced sharp main resonance peaks with smaller shifts than those
of the thin semi-transparent Pd layers.
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Abstract— In this paper, the performance of a square microstrip patch antenna is improved
using left-handed metamaterial (LHMTM) perfect lens based on complementary split ring res-
onators (CSRRs). The microstrip patch antenna is fed by a coaxial probe and is integrated
with the LHMTM perfect lens, which is placed on the patch. Based on the negative refractive
index (NRI) of the LHMTM perfect lens, the radiated electromagnetic beam is focused. As a
result, the gain and directivity of the patch antenna as well as the radiation efficiency increase.
The optimized radiation properties of the proposed antenna are obtained using a finite-element-
method-based 3-D full-wave electromagnetic simulator. A parametric analysis is carried out to
design a CSRRs-based LHM perfect lens with NRI in a specific frequency range to be matched
with the original patch antenna bandwidth. For validation purpose, a parametric analysis is
carried out on an integrated patch antenna with a MTM perfect lens composed of CSRR 2-D
periodic structure, which is suspended above the patch through a nylon spacer. The results
demonstrate that an enhancement in the gain and directivity by 4 dB, in the radiation efficiency
by 11 %, in the return loss by 15 dB, in the bandwidth by 150 % of their original values without
MTM lens, while a reduction in the beam area by 26 %.

1. INTRODUCTION

Microstrip patch antennas offer an attractive solution to compact, conformal and low-cost designs
of many wireless application systems [1]. It is known that the gain of a single patch antenna is
generally low. The gain of patch antennas can be increased by using multiple patches connected to
an array or by reducing the surface wave, which can create ripples in the radiation pattern. Several
methods have been proposed to reduce the effects of surface waves [2–5]. One approach suggested
earlier is the synthesized substrate that lowers the effective dielectric constant of the substrate
either under or around the patch [2, 3]. Other approaches are to use parasitic elements [4, 5]. A
recent approach is the Left-Handed Metamaterial (LHMTM) layer [6], which is to be located above
the patch to congregate the radiated electromagnetic waves from the patch into a point within the
MTM layer and radiates them again with a specific beam width based on the value of the Negative
Refractive Index (NRI) of the MTM layer. So that, the gain, directivity, and radiation efficiency
can be significantly improved [7, 8]. Metamaterials are also called left-handed materials (LHM) in
particular, in which the electric field E, magnetic field H, and the wave vector k form a left-handed
system. Since the idea proposed by Victor Veselago in 1968 [9], the availability of such a material
is taken up nowadays and extended. The LHM is a combination of split ring resonators (SRRs)
and thin wires (TWs). However, metamaterial structure composed of copper grids with square
lattice was proposed by Stefan Enoch et al. for directive emission [10]. It was shown that the
electromagnetic waves in the media can be gather together in a narrow rectangle area properly.
When applied to a monopole antenna, this structure can greatly improve the directivity of the
antenna [7].
In this paper, a new design for a patch antenna system is presented, in which a metamaterial
structure is introduced as a cover for the antenna to operate as a MTM perfect lens that congregates
the electromagnetic waves in a narrow area. The metamaterial structure used is composed of CSRR
2-D periodic structure [11]. The input return loss, radiation pattern, gain, directivity, beam area,
and radiation efficiency of such a patch antenna are computed by a 3-D full-wave EM simulator.
This paper is organized as follows: First, a theory background for the LHMTM perfect lens is
introduced. Then the analysis and design of the patch antenna at different operating frequencies
are provided. After that, the proposed square patch antenna that integrated with the LHMTM
perfect lens are studied for the validation purpose of the proposed concept of beam focusing using
LHMTM perfect lens.
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2. THEORY BACKGROUND

Metamaterials perfect lens are firstly proposed by Pendry in 2000 [6], and then it is lately discussed
by others [12–15]. The function of the lens is to apply a phase correction to each of the Fourier
components so that, at some distance beyond the lens, the fields reassemble to a focus, and an
image of the dipole source appears [16]. So, when integrating the LHMTM perfect lens with a
patch antenna, beam focusing occurs. As a result, an improvement in the radiation properties of
a patch antenna such as gain, directivity, and radiation efficiency would be achieved. The MTM
lens operates as follow: The index of refraction (n) is defined as [9]:

n = ±√
µϵ (1)

It does not affected by simultaneous change of signs for both permittivity, ϵ and permeability, µ
(losses are not taken into account). In left-handed media, the reversed Snell’s law is possible, which
is given in a more precise form for different media rightness as follow (see Fig. 1):

sinα

sinβ
= n =

p2
p1

|
√
ϵ2µ2
ϵ1µ1

| (2)

Where p1 and p2 are the rightness of the first and second media, respectively. While α is the
incident angle in the first medium and β is the refracted angle in the second medium. It is obvious
from Eq. (2) that the refraction index of two media can be negative if the rightness of the two
media are different.

Figure 1: Passage of the ray through the boundary between two media, 1 - incident ray, 2 - reflected ray, 3
- refracted ray, if the second medium is left-handed, 4 - refracted ray in conventional medium.

As it is known, there is no lens can focus objects smaller than the wavelength. However, the perfect
lens is in contrast to the conventional lens, the conventional lens is able to focus light only with
curved surfaces by virtue of the refractive index contrast. While, the perfect lens will focus the
light even when in the form of a parallel-sided slab of material. Such type of lens is depicted in Fig.
2. It is assumed that the refractive index n is -1. In this case the permittivity, ϵ and permeability
µ are negative and equal to -1. Through this study, the scattered field from the patch antenna can
be focused in a narrow area as illustrated in Figs. 1 and 2, so that a beam focusing occurs. As a
result, the radiation properties can be improved .

Figure 2: Example of a perfect lens; a negative refractive index medium bends light to a negative angle with
the surface normal. It is possible to focus point source to point source again.

3. ANALYSIS AND DESIGN

A square microstrip patch antenna, MTM perfect lens, and patch antenna integrated with the MTM
perfect lens are designed and simulated using a 3-D full-wave electromagnetic simulator (HFSS). In
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the simulation process, convergence and minimization of numerical errors were obtained by ensuring
that the mesh was sufficiently fine. The design procedure is as follow: the patch antenna is designed
to operate at an arbitrary chosen frequency. Then, the LHM perfect lens is designed. Finally, the
patch antenna is integrated with LHM perfect lens to be simulated and optimized.

3.1. Design of a Square Microstrip Patch Antenna

The microstrip patch antenna that is described here is to perform two tasks. First, is to be
integrated later with the LHMTM prefect lens to compose the proposed patch antenna. Secondly,
is to be taken as a reference antenna to measure the enhancement percentage in the proposed
antenna parameters. The antenna is a square patch antenna with a 15.58×15.58 mm2 size and is
printed on a substrate with a relative permittivity of ϵr = 3.38 and a thickness of h = 0.813 mm.
The patch is fed by a probe with a radius of 0.5 mm. The feed location was optimized to give a
good impedance matching. The size of the substrate is 80×80 mm2. The antenna resonates at 4.75
GHz.

3.2. Design of MTM Perfect Lens

Here a MTM perfect lens unit cell with double negative parameters (DNG) is designed in a frequency
range to be matched with the bandwidth of the original patch antenna to achieve an optimal beam
focusing when it is integrated with the patch antenna. Using the EM simulator, the effective
parameters of a CSRR unit cell have been extracted by using a retrieval method based upon the
simulated transmission and reflection coefficients [17], see Figs. 3–b through 3–e. The effective
parameters is obtained with a single unit cell using boundary conditions of perfect magnetic walls
(PMC) at the back and front (y-direction) and perfect electric walls (PEC) on the left and right
sides (x -direction) and wave ports on the top and bottom side planes. The CSRRs are etched
on a commercial low loss dielectric substrate (Arlon 250-LX-0193-43-11) with relative dielectric
permittivity ϵr = 2.43 and height h = 0.49 mm, coated with a conductive layer of copper with
thickness t = 35 µm. The CSRR unit cell is depicted in Fig. 3–a with rex = 3.4 mm and c = d = 0.4
mm, which gives a theoretical resonant frequency of 4.75 GHz according to the theories developed
in [11], which is matched with the operating frequency of the patch antenna. The transversal
periodicity is a = 8 mm, which is approximately 1/8 of the free space wave length at resonance,
which is used to construct the 2-D MTM periodic structure to employ the MTM perfect lens as
will be illustrated in the coming section.
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Figure 3: (a) Layout of the CSRR unit cell of a = 8 mm, rex = 3.4 mm and g = c = d = 0.4 mm, ϵr = 2.43
and height h = 0.49 mm, (b) S-parameters for a CSRR unit cell, (c) The extracted effective permittivity ϵ,
(d) The extracted effective permeability µ, and (e) Effective refractive index (n).

3.3. Integrating the Patch Antenna with the LHM Perfect Lens

The square microstrip patch antenna designed above here is integrated with the perfect lens to
construct a 2-D MTM periodic structure as depicted in Fig. 4. To obtain the optimal radiation
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properties; the 2-D MTM periodic structure dimensions (N×M) and the patch-MTM perfect lens
separation (S ) are justified. The radiation properties are obtained for (2×5) 2-D MTM structure,
at different S, as shown in Fig. 5. The results given in Fig. 5 demonstrate that an enhancement by 4
dB in the antenna gain, G and directivity, D. While the radiation efficiency, Eff. improved by about
11 % and the return loss, S11 by 15 dB. Farther improvement in the antenna bandwidth, BW by
150 % of its original value without MTM lens is observed, also Fig. 6 illustrate the radiation pattern
for the co-polarization and cross-polarization. Finally, a reduction in the beam area, BA of 26 % is
obtained. The improvement in the BW is due to the band gap caused by the LHMTM structure,
since the band gap is much wider than that in the conventional antenna as shown in Fig. 3. The
improvement in the radiation efficiency attributables to the reduction in the power accepted by the
patch antenna substrate, since there is a part of the fringing fields gathered together toward the
direction of the propagation as a result of the beam focusing caused by the MTM lens. However,
the impedance matching is obtained by slightly varying the position of the feeder.

(a) (b)

Figure 4: Schematic diagram of the proposed patch antenna, (a) 3-D view and (b) Side view.
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Figure 5: The radiation properties of the patch antenna with and without MTM perfect lens at different
patch-MTM lens separation, at a 2 × 5 MTM periodic structure employing MTM lens (a) Return loss, (b)
Gain, (c) Directivity, (d) Radiation efficiency, and (e) Beam area.

4. CONCLUSION

In this paper, the performance of a patch antenna is greatly improved by beam focusing when it is
integrated with a 2-D CSRR periodic structure employing a MTM perfect lens. The MTM lens was
suspended above the patch antenna through bears, the MTM perfect lens focused the radiated EM
waves of the patch antenna in a narrow area. As results, the antenna gain and directivity have been
enhanced as well as the return loss, bandwidth, and radiation efficiency. The beam area reduced
as well. The optimized radiation properties of the proposed patch antenna have been obtained
through the justification of the patch-MTM lens separation and the dimensions of the 2-D MTM
periodic structure employing the MTM lens. The results demonstrated that an enhancement in
the gain and directivity by 4 dB, in the radiation efficiency by 11 %, in the return loss by 15 dB,
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(a) (b)

Figure 6: Radiation patterns for the conventional patch antenna (dashed) and the metamaterial patch
antenna (solid). (a) the co-polarization. (b) the cross-polarization.

in the bandwidth by 150 % over their original values without MTM lens, and a reduction in the
beam area by 26 %.
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Abstract— Recently, it was shown that single negative media can significantly enhance the
sensitivity of near-field probes. Inspired by this recent finding, a new near-field probe is proposed
for noninvasive subsurface detection. The new probe uses a single split ring resonator (SRR)
instead of a periodic arrangement of SRRs for negative material realization. Experimental tests
were conducted to detect the presence of cracks on aluminum plates, the presence of small
aluminum blocks located behind a layer of ground chicken (lossy medium), and the presence of a
small aluminum block submerged in Sodium Chloride solution (lossy medium) with a salinity of
1%. Preliminary results show that the proposed near-field probe enables detection of electrically
small targets buried in lossy media.

1. INTRODUCTION

Near-field or Evanescent Microwave Probes (EMPs) are known for their subwavelength resolution
and their applications to noninvasive detection and characterization. EMPs have been used on
various materials, such as circuit boards [1], semiconductors and biological samples [2, 3]. EMPs
also have the ability of sensing subsurface features through poorly conducting or dielectric materials
[4]. Due to its nondestructive subsurface sensing ability, EMP is a versatile method for detecting
defects buried within materials.

The evanescent fields generated by EMPs are confined to small regions that are much shorter
than the wavelength at the operation frequency. Since the spatial frequency of evanescent waves
are higher than propagating waves, they can couple to smaller material features compared to
the propagating waves. This phenomenon enables high sensitivity and resolution for detection of
features much smaller than the Abbé’s diffraction limit [1, 2, 3, 4].

The microwave response of a material is a function of local permittivity, conductivity, permeabil-
ity and geometry. Electrical properties of materials depend on the content, moisture level, carrier
concentration etc. [3]. Therefore the microwave response of materials has valuable information
about the shape and composition of sample under test. The impedance of an EMP is a function
of the evanescent field generated around the tip of the EMP. Since the evanescent fields decay
exponentially from the probe tip, these fields are confined to a small volume around the tip. As the
sample under test enters the near field region, evanescent fields are perturbed, resulting in a change
in the impedance of the probe. If the material has a defect inside, the local microwave properties
of the material is different than microwave properties of the regions without any defect. Therefore,
any defect or any change in the composition is reflected to a change in the probe impedance.

Waveguide probes, such as open-ended, tapered, slab-loaded or dielectric waveguides, and coaxial
line probes, such as open-ended or tapered coaxial lines, have been used for near-field subsurface
detection [5, 6]. These types of probes concentrate less evanescent field in the close proximity
of the opening. In addition, the waveguide probes are limited by a cutoff frequency therefore
are not suitable for low frequency operations. To achieve resolutions in the order of millimeters,
an operation frequency at the decades of gigahertz is needed. As a result of the high operation
frequency, the penetration depth is restrained to a few millimeters for subsurface detection. Other
types of EMPs used in near-field imaging are coaxial line resonator with aperture [7], the center
conductor of coaxial line [8, 9], rectangular waveguide with end-plane aperture [10], and microstrip
resonators utilizing wire tips or loops [1]. These types of probes provide ultra-high resolution, and
are applied to a wide range of materials because of the high concentration of the evanescent field
around the tip of EMP. However, they often need sophisticated equipment or labor-intensive sample
preparation [11]. For extremely sharp probe tips, applications are only limited to measurements in
the laboratory [6].
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Recent developments in the metamaterials introduce new methods for designing EMPs. By using
the evanescent field amplification property of negative materials, single negative (SNG) superlenses
can be used to improve the sensitivity and range of the evanescent field probes [12]. The primary
reason for the enhancement in the sensitivity is altering the electric field and magnetic field energies
stored in the close proximity of the probe. The numerical and experimental demonstration of the
theory was presented in Ref. [12] where the SNG media was realized by using an array of Split
Ring Resonators (SRRs). In this work, instead of using an array of SRRs, a new probe composed
of a traditional electrically-small loop and a single SRR is used. Compared to the method used in
Ref. [12], the new probe can confine evanescent fields to a smaller volume, is more compact and
does not need negative medium fabrication.

2. SINGLE SRR PROBE

In the probe design, a simple rectangular loop is used for the excitation of the SRR. The size of the
loop is 20 mm × 20 mm and presented in Fig. 1(a). The loop generates an H field which induces
a current on the SRR. The loop with SRR placed at the center is shown in Fig. 1(b). The SRR is
made of rectangular loops with a size of 10 mm × 10 mm and with a trace width of 1 mm. The
size of the SRR corresponds to 1/25 of the wavelength at the resonance frequency. The substrate is
Rogers Duroid 4350 with a dielectric constant of 3.48 and a substrate thickness of 0.762 mm. The
size of the substrate is 16 mm×16 mm.

   

Figure 1: The structure of the probe. (a) Rectangular loop (b) Front view of rectangular loop with SRR,
the loop is 0.432 mm away from the center of SRR. (c) Back view of rectangular loop with SRR

In Ref [13], by applying Fourier-transform to the H-field distribution at z = 1 mm and by nor-
malizing to free space wavenumber, it was shown that the evanescent field strength is significantly
enhanced with the insertion of the SRR. Therefore, more microwave energy is concentrated in the
near-field region, which is crucial for an EMP with high sensitivity. More results and detailed
explanation can be found in Ref. [13].

3. EXPERIMENT RESULTS

To study the sensing capability of the new probe, three test structures were fabricated. Experiments
for detecting cracks on aluminum plates, detecting metallic inclusions in ground chicken and metallic
inclusions in saline water were conducted. The sample surface is scanned by the probe while
measuring the phase of the reflection coefficient (S11) at a fixed operating frequency. Cracks or
inclusions are detected by the change in the reflection phase. The experimental configuration is
shown in Fig. 2.

Figure 2: Schematic illustration of experimental setups. The probe is placed underneath, and the metal
defect is buried in the test sample.

Fig. 3(a) shows the scanning results of a 5 mm ×15 mm × 15 mm crack on a 24.5 mm × 300
mm × 300 mm aluminum plate at an operation frequency of 1.24 GHz. The aluminum plate is
covered by a 6.35 mm acrylic layer. A maximum phase change of 12.5◦ is achieved at the center
location of the crack. 368
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Next, the detection performance of the probe for metallic inclusion buried in lossy media is
studied. Fig. 3(b) demonstrates that a phase change of 15.5◦ in S11 can be achieved for a 6.24 mm
aluminum cube placed under 2 mm thick ground chicken at an operation frequency of 1.16 GHz.
Between the ground chicken surface and the probe, there is a 1 mm air layer and a 1 mm acrylic
layer. In addition, saline water is used as a different lossy medium for detection measurements. A
phase change of 6.5◦ in S11 is obtained for a 3 mm aluminum cube immersed 1 mm under saline
water (approximately 1% salinity) at an operation frequency of 1.23 GHz (see Fig. 3(c)). The
probe is separated from the saline water surface by a 1 mm air layer and a 6.35 mm acrylic layer.
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Figure 3: Experimental results (a) A crack on an aluminum plate. (b) An aluminum inclusion buried in
ground chicken. (c) An aluminum inclusion merged in saline water.

The relative permittivity of ground chicken is a function of its moisture, operation temperature,
and the operation frequency. The relative permittivity at around 1.2 GHz is expected to be 58-
18j [14]. The relative permittivity of the saline water is determined by its salinity, operation
temperature etc.. In the experiments presented above, the relative permittivity of the saline water
is determined by using the theoretical model of saline water presented in Ref. [15] and is equal
to 77-25j. Although loss tangents of ground chicken and saline water are high, the new probe
successfully senses the inclusions buried in these media. On the other hand, the probe without
single SRR cannot detect the inclusions. These results conclude that the insertion of SRR enhances
the evanescent field in the close proximity of the probe. As a result, when the new probe is used, a
perturbation in the near field region has a more explicit effect on the reflection coefficient and the
resonance frequency compared to the probe without SRR.

4. CONCLUSION

In this work, a new structure for EMP design is presented. The probe is a single SRR excited by
a simple rectangular loop, which has advantages of inexpensive and easy fabrication. Numerical
and experimental results show that the presence of the single SRR enhances the evanescent field
concentration in the close proximity of the probe. Therefore the sensitivity of the probe is improved
significantly. The experiments in different media show that the new probe can sense the defects
buried in media with high electromagnetic loss.369
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Abstract— Tapered arrays of metallic wires enable magnification, demagnification and trans-
mission to distances of several wavelengths of near-field distributions with subwavelength resolu-
tion. Our experiments demonstrate these capabilities to manipulate the electromagnetic waves
at the subwavelength scale in the microwave frequency range.

1. INTRODUCTION

A possibility to transfer electromagnetic field distribution with subwavelength resolution using the
canalization regime was proposed in [1]. Later, two experiments were carried out to demonstrate
the canalization of TE-polarized (transverse electric field with respect to the slab interface) [2] and
TM-polarized (transverse magnetic field) waves [3] at microwave frequencies. The slab used in the
former experiment was based on capacitively loaded wires aligned parallel to the slab interfaces,
whereas in the latter experiment unloaded wires aligned perpendicular to the slab interfaces were
used. The canalization slab considered in [3] utilizes so called wire-medium TEM-modes (trans-
verse electromagnetic modes) [4] to transport the details of the source distribution across the slab.
The limitations of subwavelength imaging using such slabs were analytically studied in [5], and
experimental results aimed to verify the analytical findings are reported in [6].

Recently, motivated mainly by the limitations in the optical microscopy, there has been a grow-
ing interest in structures that are able to magnify subwavelength field distributions in the visible
range [7-10]. This means that the details of the source distribution are retained while transferring
the distribution over a certain distance, and at the same time the distribution is linearly magnified
or enlarged. The capability of tapered arrays of wires to transmit, magnify and demagnify im-
ages with subwavelength details was demonstrated in [11]. The proposed magnifying slab utilizes
the canalization phenomenon, thus, it is capable of magnifying distributions comprising any TM-
polarized incident wave (propagating or evanescent) with any transverse component of the wave
vector [1].

However, the device proposed in [11] has spherical input and output interfaces which is not
convenient for near-field imaging applications. In the paper we show that it is possible to design
a similar device but with planar interfaces. In contrast to spherical geometry the device contains
wires with slightly different length. This limits imaging performance of the structure producing
distortion of the image. The distortion is negligible provided that the maximum difference in
between of the lengths of the wires is small, but if the difference is significant then the image
appears distorted. This problem can be solved using a dielectric block embedded into the array
providing phase compensation operation. Basically, this allows us to make electrical length of all
wires the same whereas their physical lengths remain different. Our conclusions are confirmed by
extensive numerical simulations using CST Microwave Studio and experiment.

The magnifying lenses are expected to find immediate application in near-field microscopy as
near-field to far-field transformers since they allow mapping field distributions with subwavelength
details into images with details larger than the wavelength, which can be processed using con-
ventional diffraction-limited imaging techniques. The demagnifying lenses allow creating complex
near-field distributions on demand from their enlarged copies created in the far-field. On this route,
it may be possible to create extremely compact near-field spots. The tapered wire medium lenses
are especially attractive for application in the terahertz range [12]. In the microwave range the ta-
pered wire medium endoscopes can be readily applied for the improvement of magnetic resonance
imaging (MRI) systems and mechanical near-field microwave scanners.
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2. MAGNIFICATION OF MICROWAVE NEAR-FIELD IMAGES WITH
SUBWAVELENGTH RESOLUTION

A photo of the manufactured wire medium lens is depicted in Fig. 1. The lens consists of metallic
(copper) wires whose separation is radially enlarged. The wire endings corresponding to the source
plane (input interface of the slab) form a planar square (100x100mm square) sector and the wire
endings corresponding to the canalized field (image plane - the output interface of the slab) form
a corresponding planar sector which is 3 times bigger. The slab is assembled as an array of
21x21 wires, with the lattice period being a = 5mm at the input interface. When the operational
frequency (for a fixed slab thickness) is tuned to the Fabry-Perot resonance (corresponding to the
slab thickness), the source field distortion due to reflections from the input interface is minimized,
and the pattern details are transferred across the slab with the help of the wire-medium TEM
modes. Note that in theory, the Fabry-Perot resonance condition holds for any (including complex)
incidence angle [1]. When the Fabry-Perot resonance condition is met, there is no need to maintain
a uniform transmission line characteristic impedance (e.g., by altering the radius of wires), and this
would ease significantly a practical implementation of the slab.

The source is a printed copper loop in the shape of a crown, and it is fed by a coaxial cable (50
Ohms). The distance between the planar crown-source and the planar wire end at the input inter-
face of the slab is 3 mm. The source field distribution is scanned over a planar surface that covers
the slab input interface, and is located at a distance 2 mm behind the crown-source plane. The
canalized field distribution is scanned over a planar surface that covers the slab output interface,
and is located at a 10 mm distance behind the output interface. The two scanned regions are
in the following referred to as the ”source plane” and ”image plane,” respectively, and they are
schematically depicted in Fig. 2.

Figure 1: Setup for magnification experiment. a) The crown-shaped near-field source. b) The tapered array
of wires. The source and image planes are marked by arrows. All dimensions are in mm.

Figure 2: Near-field measurement results of magnification by the tapered array of wires (see Fig. 1). Distri-
butions of electric field amplitude in a) source and b) image planes. The frequency of operation is 1047 MHz
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We have performed a series of measurements at several frequencies in the vicinity of 1050 MHz
to identify the frequency that corresponds to the Fabry-Perot resonance (the electrical thickness of
the slab in this frequency range is roughly 3.5 wavelengths ). The results indicate that the realized
operational frequency corresponds approximately to 1047 MHz, and at this frequency, the electrical
length of the wires is about 3.49. A small deviation from the theoretical Fabry-Perot condition is
most likely caused by the radially enlarging characteristic dimension of the slab. At the operational
frequency, the source distribution is not affected by reflections, and the details of the distribution
are canalized and simultaneously magnified across the slab. The crown shape (radial electric field
component) is satisfactorily reproduced at the image plane, and the characteristic size of the pattern
is magnified by a factor of 3. Additional experimental results indicate that when the canalized field
distribution is scanned very close to the output interface, the radiation of the field from the wire
endings is clearly visible. However, when the field is scanned at a distance corresponding to the half
of the lattice period at the output interface, this interference vanishes. Measurements performed
at frequencies deviating from the predicted Fabry-Perot resonance indicate the following: As the
frequency is tuned below the predicted resonance, strong interference is observed upon a very small
frequency shift. Such interference is attributed to strong excitation of surface waves [5, 6].

3. COMPENSATION OF DISTORTIONS DUE TO DIFFERENT LENGTHS OF WIRES

The larger is difference between lengths of different wires composing the imaging device the higher
distortion the image will experience. This effect is caused by the fact that implementation of
the canalization regime requires to have length of all wired to be equal to an integer number of
half-wavelengths. The deviation of the length of a particular wire from an optimal value leads to de-
tuning from Fabry-Perot resonance and as result to degradation of imaging performance. Here we
speak about actual physical length of the wires since the structure is located in free space. However,
the Fabry-Perot resonance requires equality of electrical lengths of the wires. It is possible to keep
the physical lengths of the wires to be different from each other but have the electrical lengths
equal. For this purpose one may embed a dielectric block (see Fig. 3) into the array.

Figure 3: The tapered array of wires with embedded dielectric phase compensator. All dimensions are in
mm. The phase concentrator is made of acetal. The largest thickness of compensator (in the center) is 4cm.

The thickness of the block can be different in vicinity of every wire and can be tuned to ensure
equal electrical lengths of the wires. For experiment we have chosen a tapered array of wires with
2 times larger periods then in our previous experiment 1. Our numerical simulations revealed that
the difference of lengths of wires in this case is so large that no satisfactory subwavelength imaging
is possible if the wires are just placed in the free space. We decided to use a dielectric phase
compensator (see Fig. 3) in order to eliminate the problem. One of the interfaces of the dielectric
phase compensator is flat. The other one was specially cut to ensure uniform electrical length of
the wires. The material of the compensator is acetal.

The results of our subwavelength imaging experiments with the tapered array of wires improved
with the help of the phase compensator are presented in Fig. 4. In contrast to the case without
the phase compensator, the measured setup demonstrated good imaging performance at 465 MHz.
At this frequency the wire length is equal to approximately 1.53 wavelength that corresponds to
3rd Fabry-Perot resonance.
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Figure 4: Near-field measurement results of magnification by the tapered array of wires with dielectric phase
compensator (see Fig. 3). The near-field amplitude distribution in a) source and b) image planes. The
frequency of operation is 465 MHz

4. DEMAGNIFICATION OF MICROWAVE NEAR-FIELD IMAGES WITH
SUBWAVELENGTH RESOLUTION

The most interesting application of tapered arrays of wires is magnification of images with subwave-
length resolution. This way one can enlarge details which are smaller than wavelength up to sizes
which enable their detection using conventional diffraction-limited imaging system. However, the
inverse operation is also possible. The tapered arrays are capable of demagnifying electromagnetic
field distributions. This enables to obtain very tiny subwavelength distributions with any particular
shape required for applications.

Figure 5: Tapered array of wires used for demagnification experiment. All dimensions are in mm.

Figure 6: Near-field measurement results of demagnification by the tapered array of wires (see Fig. 5). The
Frequency of operation is 455 MHz
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In order to demonstrate such a capability of tapered arrays of wires, we rotated the structure
used in the magnification setup (Fig. 1) and interchanged source and image planes, see Fig. 5
for details. We used a source in the form of a crown-shaped loop antenna which is approximately
3 times larger than one used in the magnification experiment. The source was placed in front of
the larger interface of the slab and an excellent demagnified distribution has been created at the
opposite interface. The results of the near-field scan are presented in Fig. 6. The distribution in
the image plane reproduces all details of the source and appears to be three times smaller in size.

5. CONCLUSION

We have experimentally demonstrated the possibility of using dense arrays of metallic wires to
magnify and transmit images with a deeply sub-wavelength resolution to significant distances in
terms of the wavelength at microwave frequencies. In particular, the transmission of an image
with a λ/15 resolution to an electrical distance that is as large as 3λ was experimentally shown.
The resolution of the proposed imaging systems is ultimately determined by the granularity of
the artificial material, which can be made as small as required by a particular application. We
anticipate that such near-field lenses may find applications in near-field microscopy and in medical
imaging, starting from MRI systems that operate at low microwave frequencies and completing with
a new generation of terahertz and infrared imaging devices. It is important to note that apart from
the magnification effect, the proposed slab can be utilized in the opposite way. Electrically large
source distributions can be ”concentrated” by placing the source at the opposite slab interface. In
this case, the source pattern is also canalized through the slab, but the characteristic dimensions
of the pattern are scaled down resulting in the demagnification of an image.
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Abstract- In this paper, all-dielectric sphere metamaterials as a flat lens in front of circular patch 
antenna have purposed. We have investigated one and two layers dielectric lenses that each layer 
consists of dielectric spheres with different dimension. The purposed lenses enhanced the gain of 
circular patch antenna around 7 and 11.4 dB for one-layer and two-layer lenses respectively. 

 
1. INTRODUCTION 
Patch antennas have been widely used in modern wireless communication systems due to their attractive 
properties such as low cost, light weight, low profile, and compatibility with integrated circuits. Low gain, 
however, is one of the drawbacks of patch antennas. In the past decades, vast efforts have been devoted towards 
achieving high gain patch antennas. 
Metamaterials with unusual electromagnetic properties have received a growing amount of interest in the past 
few years. These artificial materials are composed of periodic structures and have unusual permittivity and 
permeability, which are finding numerous microwave and optical applications. One such application is the use of 
this novel material for gain enhancement of antennas. Inspiring by work of Enoch et al. [1], different works have 
been done on directive emission of antennas by using different metamaterials structures, and several lenses have 
been designed. Most of previous works on lens design have used metallic elements. The major drawbacks of 
metallic structures are their conduction loss and fabrication difficulty [2]. Another approach for realization of 
metamaterials has been introduced by [3], [4] in which dielectric spheres have been used in constructing of 
electric and magnetic dipole of metamaterials.  
In order to enhance the directivity of circular patch antenna by collimating the electromagnetic energy, we 
utilized all-dielectric metamaterials in this paper. For this purpose 1-layer and 2-layer dielectric spheres have 
investigated as a superstrate of circular patch antenna.  
 
2. DESIGN OF THE PATCH ANTENNA SUPERSTRATE BASED ON METAMATERIALS  
The geometry of all-dielectric metamaterials is depicted in Figure.1. The parameters as given in the Figure.1 are 

  and permittivity of spheres . This high permittivity embedded 
2.2 . The all-dielectric s create electric and magnetic dipole 

moments. The dominants modes are TM agnetic dipole respectively based on 
Mie series [2]. The simulation results have been obtained by a full wave numerical simulation, CST Microwave 
Studio.  

∆ 25 , ∆ 25   5     40
inside the host media with permittivity  pheres 

 and TE for electric dipole and m
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Figure 1: One-layer all-dielectric spheres as a lens 

 
All-dielectric metamaterials as a superstrate of circular patch antenna at operating frequency utilized for gain 
enhancement. 1-layer and 2-layer dielectric spheres have investigated as a superstrate of circular patch antenna. 
Figure.2 shows, a nominal circular patch antenna with 2-layers and 1-layer all dielectric lens which consist of 
nine spheres with permittivity of 40 in each layer. For 1-layer all dielectric lens, the lens is 20mm above the 
patch antenna. Also, for 2-layer all-dielectric lenses, the lens is 35mm above the patch antenna and the radius of 
spheres are 4.8mm. 

 

 
Figure 2: Patch antenna with 2-layers and 1-layer all-dielectric spheres MTMs lens 

 
In Figure.3-(a) radiation pattern of circular pattern without lens has been shown with 4.9dB gain at 4.6GHz. In 
Figure.3-(b) shows radiation pattern of the patch antenna with one-layer lens with 11.9dB gain. Furthermore, 
Figure.3-(c) shows 16.3 gain radiation pattern of 2-layer lens with patch antenna. As a result, the directivity of 
the circular patch antenna was improved around 7 and 11.4 dB for one-layer and two-layer lenses respectively 
without degrading the radiation efficiency. The gain enhancement of circular patch antenna is related to 
permittivity of spheres. By increasing the permittivity, the gain will be increased.  
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Figure 3: Radiation pattern for patch antenna a) without lens b) with 1-layer lens c) with 2-layers lens 

 
The magnitude of S11 for circular patch antenna with 1-layer and 2-layer all-dielectric lens depicted in Figure.4 
and Figure5. The operating frequency of antenna is about 4.6GHz, with 80 MHz bandwidth for 1-layer lens. In 
comparison to 1-layer lens, the bandwidth of 2-layers lens slightly decreased. However, the gain of 2-layers lens 
is 4.4dB larger than 1-layer lens. Therefore, tradeoff can be made between high bandwidth and high gain for 
different applications. 

 
Figure 4: Magnitude of S11 for the circular patch antenna with 1-layer all-dielectric lens 
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Figure 5: Magnitude of S11 for the circular patch antenna with 2-layers all-dielectric lens 
 
4. CONCLUSIONS  
In conclusion, we have designed all-dielectric metamaterials as a superstarte for the circular patch antenna. This 
lens by collimating the waves from the patch antenna enhanced the gain. The results show the significant 
improvement on patch antenna gain. Moreover, those high gains have been obtained with simple and low loss 
lens and also could be easily fabricated. The gains also can be improved slightly by increasing the number of 
sphere in each layer. 
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Abstract- Properties of non-planar ring sources are studied and possibilities creating structures 

providing almost global cloaking are given. Co-rings in nanometric dimensions lying on different 

azimuth and/or equatorial planes are defined as a cloaking nano-element. Several compositions of nano 

rings on spherical substrates are studied. The necessary conditions for the electromagnetically effective 

cloaking are generated. 

 

1. INTRODUCTION 

The loops are used at meta-material applications, frequently. The using of circular loop combinations on 

non-planar substrates is offered in this paper to consider in both of artificial material studies and cloaking 

applications [1]. Two basic combinations are used: i) Parallelly located circular loop lying on latitude circles on a 

spherical core. We call this element smooth ring ball. ii) Intersecting circular loop lying on meridian circles on a 

spherical core. We call this element cross ring ball. The circular loop is located on a spherical core having the 

radius a, that is sufficiently small. The magnitudes of the currents on the circular loops must be sufficiently large. 

These necessary conditions give a chance to generate TMθ waves, which we call principal wave. Additionally, 

using of materials having time independent permittivity and θ-independent permeability brings the property of 

TE waves to the previous TMθ waves. We call the last TMθ-TE waves secondary wave. The arrangements at the 

circumstance of the ring balls bring the property of TMr waves to the waves under the discussion. The last 

property enforces to bring the behaviour of TEθ waves to the principal wave; therefore the principal wave gains 

the property of TEMθ waves. The last property enforces adding the behaviour of TM waves to the principal 

wave. So the wave under the discussion gains the property of TEM waves. After all, the use of suitably built up 

layers of almost zero epsilon material and/or perfectly conducting material brings the behaviour of TEr waves to 

the waves under the discussion. The final wave is gained a propagation characteristic fitting on the propagation 

characteristics of TEMθ waves and almost TEMr waves. 

                 

                        (a)                                (b)   

Figure 1. a) The smooth ring ball: parallelly located loop lying on latitude circle of a spherical core.   

        b) The cross ring ball: intersecting two semi-loops located on meridian circles of a spherical core. 
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 The above said characteristic gives a way to produce suitable objects with spherical shapes in nanometre 

scale; those change the RCS of objects and therefore provide us to built structures demonstrating effective 

electromagnetic cloaking property. We call this structure effective electromagnetic cloaking device.  

 

2. THE COMPONENT CASE 

The smooth ring ball and the cross ring ball are illustrated at Figure 1. The current density is given at Table 1 for 

several ring ball configurations, where the  is the Dirac’s distribution and a is the radius of the spherical 

substrate. The u is the unit step function. 

 

TABLE 1. The definitions of current densities induced on the several configurations 

of ring balls on spherical substrate 

 

Cross ring ball 
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A couple of cross ring balls  
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Semi- cross ring ball 
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A couple of semi-cross ring balls 
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Smooth ring ball 
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Semi-smooth ring ball 
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A couple of smooth ring balls 
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Multiple cross ring balls 
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3. THE FORMULATION OF THE PROBLEM 

The conditions those are given in section 1 bring the equations below:  

                             (1a) 

                            (1b) 
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,                                 (1c)  

,                          (1d) 

 The principal wave TMθ generates TE wave under the condition below: 

0
t





,   0

t





,    0

t

2





       (2) 

The conditions (2) provide the generation of secondary wave; i.e., TMθ-TE. The equation (1a) gives Hr Hr (r,), 

which gives Eθ0 due to the radiation condition for t and r[0,), when the conditions at (2) are provided. 

So we get H0, from (1d). After substituting these results at (1b) and (1c) we get  

r
r E

t

)E(





           (3) 

therefore the nonzero components of the field are below, only:  

 

Er Er (r,θ,,t),      Hr Hr (r,)       (4) 

 

The solution of (3) is below: 

),,r(Ct)/(
r ee

1
E 


          (5) 

 

4. THE GLOBAL INVISIBILITY CONDITIONS FOR EM AND/OR OPTICAL CLOAKING 

The equations (1a)-(1d) gives  

)tcos(
)(F

)r(R)r/1(H r 



         (6) 

However, Hr is time independent due to (4); therefore, the functions R and F should provide the conditions of 

R(r)0 and/or (F/)0. So we get Hr0. The only non zero component remains as Er. The solution at (5) gives 

the conditions below for almost invisibility and global invisibility, respectively:  

i) ,     ii) 0 and/or . 

                                    

(a)          (b)   

Figure 2. The Spherical EM Cloaking Nano-Elements: cloaking balls.  

  a) Horizontal cloaking ball: horizontally located loops lying on latitude circles on a spherical core.  

  b) Vertical cloaking ball: vertically located loops lying on latitude circles on a spherical core.  
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4. THE ALMOST INVISIBILITY BUCKLER DESIGN FOR EM CLOAKING  

The suitable configured spherical substrate involving conducting rings (see Figure 2) enforces the scattered field 

to propagate with a propagation characteristic fitting on the propagation characteristics of TEMθ waves and 

almost TEMr waves if the diameter of the substrate is around 1 nm; therefore the using of the cloaking balls 

provide a suitable way to built global EM cloaking device for the waves of f<310
17

 Hz. The cloaking balls are 

collated on a sphere enclosing the object that will be hided (see Figure 3 and 4).  

 

                                        

                                                                   

(a)                 (b) 

Figure 3. The EM buckler configurations. 

  a) Horizontal outer buckler. b) Vertical inner buckler. 

 

  (a)            (b)              (c)        (d) 

Figure 4. The EM outer-inner buckler configurations. 

  a) Horizontal outer-Horizontal inner buckler. b) Horizontal outer-Vertical inner buckler.  

  c) Vertical outer-Vertical inner buckler. d) Vertical outer-Horizontal inner buckler. 

 

If the diameter of cloaking ball is less than 10
-10

 m then realization of the global optical cloaking is possible. 

 

4. CONCLUSIONS 

Several compositions of nano-rings on spherical substrates are studied. The necessary conditions for both of the 

electromagnetically effective cloaking and the optically effective cloaking are generated. 
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Abstract- We report on a numerical study of the optical properties of silver square nanospirals. The resonant 
modes of isolated nanospirals presented current distributions similar to those of U-shaped resonators. 
‘Electric’ modes were relatively insensitive to coupling, except for the shortest distance, and to disorder. In 
contrast, ‘magnetic’ modes were modified by both coupling and disorder.  

 
1. INTRODUCTION 
The tailoring of permittivity and permeability values by arrays of sub-wavelength metallic structures allows for 
control of the propagation of electromagnetic waves. For instance, coupled split-ring resonators (SRR) associated with 
thin wires lattice resulted in a negative refractive index at microwave frequencies [1,2]. These results opened up the 
field of a new class of materials, referred to as metamaterials. Recent realizations presented in the near-infrared and 
visible were based on simpler structures [3-5]. A limitation to large scale realizations arises from the need of 
structuring the material at dimensions of the order of one third of the operation wavelength. Consequently, the 
structures realized so far consisted in 2D arrays of resonators. Recently, we have shown that square nanospirals, which 
could be realized by Glancing Angle Deposition [6], may have negative permittivity and permeability at optical 
frequency [7]. However, in such materials it would be difficult to control exactly the position of the nanospirals and 
disorder would occur which may be detrimental to the optical properties obtained. The influence of different types of 
disorder on the resonances has been considered in the GHz regime with magnetic field was normal to the plane 
containing the SRR. The magnetic resonance was strongly affected by perturbations in the shape of the resonators 
[8-10] or the absence of some resonators [10]. Misalignments and aperiodicity reduced the depth of the stop-band in 
arrays of SRR [11], although the resonance was rather robust against disorder provided it did not occur along the 
propagation direction of the electromagnetic wave [11,12]. As a rule of thumb, a variation by 10% in the properties of 
the resonators eliminated the region of negative permeability although the magnetic resonance was still present. In this 
work we investigate the influence of aperiodicity on the resonances of square nanospirals in the THz regime.  

 
2. MODELLING 
The first three arms of a square nanospiral (Fig. 1(a)) define a structure similar to U-shaped resonators illuminated at 
oblique incidence [3]. The spirals were defined so that they were wrapped along the z axis with the first arm in the (x,z) 
plane. The projection of the spiral in the (x,y) plane would be a U of side L ≈ 250 nm (Fig 1(a)). The arms had a 
circular section with 60 nm diameter. The height of the square spirals was set to 270 nm. The nanospirals were 
illuminated at normal incidence, i.e. along the z axis with electric field of light polarized along x and y. The optical 
constants of silver in the arms were obtained using a damped Drude term to describe the free electrons response 
modified by scattering [13]. 
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Fig. 1: Geometrical parameters of the spirals. (a) lateral and top view for one nanospiral, (b) lateral view of 16 nanospirals located 
on a lattice of 150 nm in a box of 600 nm of size along x and y. One nanospiral has been highlighted in (b) for clarity sake. 

 
We have calculated the optical response of square nanospirals with three arms between 50 THz and 900 THz using 
HFSS by Ansoft. The values of the absorbance A were obtained as A = 1 - |S11|² - |S12|². The spirals were placed in a 
unit box with periodic conditions applied along x and y. We compared the optical properties of one isolated spiral to 
that of densely packed periodic and aperiodic spirals. The case of isolated spirals was obtained by calculating the S 
matrix with one spiral every 600 nm resulting in a packing density of silver of approximately 1.3%. The aperiodic 
case was approximated by calculating the S matrix of 16 nanospirals in a 600x600 nm² box (packing density of 20%) 
with their positions randomly varied about their initial ones by ±10% at most along x and y (Fig 1(b)). In this case the 
absorbance <A> was obtained by averaging R and T over ten realizations to model a sample where the different 
random realizations would contribute independently, i.e. incoherently, to reflection and transmission. It must be noted 
that for light polarized along x (resp. y) transfer of polarization from x to y (resp. y to x) were observed, maybe 
because of the presence of circular dichroïsm [14], which prevented any retrieval of the effective permittivity and 
permeability of the film containing the nanospirals.  
 
3. RESULTS 
Figures 2(a) and 2(b) present the spectral values of A as a function of frequency for the case of the spirals separated 
by 600 nm for light polarized along x and y, respectively. A sharp peak was observed at 500 THz which was related to 
light coupling to a mode diffracted in the sample’s plane (Wood’s anomaly). Indeed, this frequency corresponds to a 
wavelength in vacuum of 600 nm. In addition, different absorption bands were observed. For light polarized along x, 
one band was observed near 160 THz and a second one near 420 THz. For light polarized along y, a broad band was 
observed near 350 THz, however it consisted in the superposition of two absorption bands with a principal one 
near310 THz and a shoulder, distorted by the Wood’s anomaly, near 420 THz. Because of the effect of packing 
density on the position of the effective absorption bands we will identify the origins and actual resonance frequencies 
of the modes at the maximum of calculated current density in the nanospirals.  
Figure 3 presents a top view of the instantaneous current distribution in the case of one isolated spiral in a 600x600 
nm² box at the resonances for electric field of light polarized along x and y. For light polarized along x the first 
resonance was located near 160 THz. It was characterized by current circulating in the whole nanospiral: it may be 
seen as the dipolar mode of the nanospiral and it is generally associated with a ‘magnetic’ resonance in U-shaped 
resonators [3]. The following resonance was located near 380 THz and was associated with excitation of the second 
arm only (‘electric’ mode). For light polarized along y, the first resonance was located near 300 THz and was 
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Fig. 2: Absorbance of an isolated nanospiral for (a) incident field E along x and (b) incident field E along y.  

 
characterized by current flowing in the first and third arms in parallel directions. This resonance should be associated 
with the second ‘electric’ mode of the nanospiral with a current node in the middle of the second arm. The second 
resonance was observed near 510 Thz, associated with the distorted shoulder at high frequency in absorbance. It was 
characterized by the excitation of the first and third arms but with current flowing in opposite directions. This current 
configuration is generally associated with a ‘magnetic’ mode in metamaterials [15].  
Figure 4 presents the resonance frequencies of the modes of the nanospirals determined as a function of 
nanospiral-nanospiral distance ranging from 900 nm to 150 nm. The high frequency resonances could not easily be 
determined in the case of the 900 nm because the peaks associated with the Wood’s anomaly distorted the spectra too 
much. The ‘electric’ modes remained approximately at the same frequency whereas the ‘magnetic’ modes frequency 
upshifted steadily. The case of nanospirals-nanospirals separation of 150 nm corresponds to separation smaller than 
the nanospirals dimensions and the first arm of each nanospiral was below the third arm of the adjacent spiral along x. 
For light polarized along x, the first mode could no longer be observed in the spectral range investigated. Instead the 
third mode of the nanospiral was downshifted to 280 THz. A new resonance appeared near 550 THz associated to the 
excitation of the second arm with a current node in its middle and would correspond to the second resonance mode of 
the second arm. These two resonances would correspond to ‘electric’ modes. For light polarized along y, the first 
resonance near 190 THz corresponded to out of phase excitation (i.e. alternating) of the first and third arms with 
parallel currents. The maximum of current was phase shifted by π/4 with respect to the electric field of light. The 
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Fig 3: Top view of the instantaneous current distribution in the isolated spiral at the resonances (a) E incident along x and (b) E 
incident along y. The arrows indicate the current direction and their size is proportional to current value. In each polarization case 

the color scale has been multiplied by 1.7 for the high frequency resonance.  
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‘magnetic’ mode was merely shifted to 700 THz.  
Figure 5 compares the absorbance values as a function of frequency of the periodic and aperiodic cases. For light 
polarized along x, two broad absorption bands were observed near 180 THz and 500 THz associated with the 
resonances described above. Disorder did not change both positions and magnitudes of these absorption bands. For 
light polarized along y, two absorption bands were observed near 290 THz and 680 THz associated with the 
resonances with parallel and opposite currents in opposite arms, respectively. Whereas the resonance near 290 THz 
was only slightly modified by aperiodicity, the resonance near 680 THz, associated with the ‘magnetic’ mode was 
damped in the aperiodic case. 
 
4. DISCUSSION 
In the following we will discuss the influence of coupling and disorder on the resonances excited as a function of the 
polarization of the exciting wave. The calculated current distributions in the arms at the resonances did present the 
same properties and polarization dependence as the resonance modes of U-shaped resonators [16]. However, the 
second mode, associated with current flowing in the same direction in opposite arms in U-shaped resonators, was split 
in ‘electric’ and ‘magnetic’ modes in the square nanospirals. This effect has been observed in asymmetric parallel rods 
and was attributed to excitation of this mode, otherwise silent, owing to asymmetry [17]. In our case the asymmetry 
between the first and third arms is intrinsic to the very shape of the nanospirals and this asymmetry would be at the 
origin of the existence of the two modes even in the case of isolated spirals. Alternatively, we may propose that the 
component of the magnetic field of light acquired a component normal to the average plane of the nanospirals which 
may help couple light to ‘magnetic’ modes [3]. By changing the distance between nanospirals and then the periodicity 
we probed the sensitivity of the different modes to nanospiral-nanospiral coupling. We will separate the discussion 
between the cases of ‘electric’ and ‘magnetic’ modes.  
We have observed in Fig. 4 that the electric resonances were not affected by coupling as long as the separation 
between nanospirals was larger than the dimensions of the nanospirals. The resonance’s frequency decreased with 
separation between nanospirals. The second resonance mode of the second arm (x-polarized case) observed at 550 
THz would have been at much higher frequency for larger nanospiral-nanospiral separation and out of our spectral 
range. There are some works on the effect of coupling on the dipolar modes of dots or disks in the THz regime. In the 
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Fig. 4 : Position of the modes observed in the square nanospirals as a function of nanospiral-nanospiral distance for E polarized 
along x (open symbols) and y (full symbols). The square symbols correspond to ‘electric’ modes and the diamonds to ‘magnetic’ 

modes. The vertical dashed line indicates the projected size of the nanospiral in the (x,y) plane.  
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Fig. 5: Absorbance periodic (solid line) and aperiodic (dotted line) arrays of nanospirals for (a) E polarized along x and (b) E 
polarized along y.  

 
ordered case, the position of the dipolar modes was not modified by distance between dots or rods as long as the 
distance between their surfaces was larger than their diameter [18,19,20]. A universal scaling law was proposed based 
on near-field dipole-dipole interaction which showed that the coupling efficiency decreased exponentially with 
distance [18]. Consequently, we should not expect coupling to affect strongly the position of the ‘electric’ resonances 
in our study as observed in Fig. 4. Figure 5 hints toward a relative insensitivity of the electric modes to disorder. It has 
been shown that pseudo-aperiodicity could split the dipolar resonance of disks in longitudinal and transverse modes 
[21,22]. In our case, such splitting would be smeared out by randomness and averaging.  
In the case of ‘magnetic’ modes we observed a steady shift toward high frequencies when the nanospiral-nanospiral 
distance decreased. It has been shown in SRR that this mode could shift to lower or higher frequencies upon coupling 
depending on the polarization conditions [23,24]. However, since our polarization conditions differ from those of 
literature and since the arms of the nanospirals overlapped along z in the strong coupling case, comparisons are 
difficult. The first ‘magnetic’ mode disappeared from the spectral range investigated here in the strong coupling case. 
It is possible that if the resonance frequency of this mode continued to shift to higher frequency it was screened by the 
‘electric’ mode. The second ‘magnetic’ resonance originated from asymmetric arms interacting through Coulomb 
interaction [17]. This long range interaction could be at the origin of the shift of the resonance frequency even for 
large nanospiral-nanospiral separation (Fig. 4). In contrast to the ‘electric’ modes, this ‘magnetic’ mode was damped 
in the aperiodic case (Fig. 5) probably because each particular local position originating from disorder induced its own 
resonance’s frequency and, on the average, the absorbance associated with this ‘magnetic’ mode was broadened and 
damped. It has also been shown in SRR that ‘magnetic’ modes were damped by disorder when it was applied in the 
propagation direction of light [11,12]. We applied disorder perpendicularly to the propagation direction, but owing to 
the shape of the nanospirals and overlapping of the arms along z, disorder in our case may also be seen as partly 
disorder along the propagation direction. This would explain the damping of the ‘magnetic’ mode too. 
 
5. CONCLUSIONS 
We have investigated the optical properties of periodic and disordered assemblies of silver square nanospirals and 
compared them to the optical properties of isolated nanospiral. Isolated nanospiral presented resonant modes similar to 
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those observed in U-shaped resonators. An additional ‘magnetic’ mode was observed, probably associated with the 
asymmetry of the spirals. The resonance frequency of the ‘electric’ modes remained constant as long as the separation 
between nanospirals remained larger than the nanospirals’ diameter and decreased for smaller distances. The 
resonance frequency of the ‘magnetic’ modes increased steadily when the distance between the nanospirals decreased. 
Positional disorder did not modify the ‘electric’ modes and damped the ‘magnetic’ modes.  
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Abstract- The possibility of controlling near-field radiative heat transfer with the use of silicon carbide 
thin films supporting surface phonon-polaritons in the infrared spectrum is explored. For this purpose, 
the local density of electromagnetic states is calculated and analyzed within the nanometric gap formed 
between two SiC films as well as the radiative heat flux exchanged between the thin layers.  

 
1. INTRODUCTION 
Radiative heat transfer between bodies separated by sub-wavelength distances can exceed the values predicted 
by the Planck blackbody distribution due to tunneling of evanescent waves. Moreover, if the bodies support 
surface plasmon-polaritons (SPPs) or surface phonon-polaritons (SPhPs), radiant energy exchanges can become 
quasi-monochromatic.  

Near-field effects of thermal radiation can be used to improve the performances of thermophotovoltaic (TPV) 
power generators, by spacing the radiator and cells by a sub-wavelength vacuum gap. Research on these 
nanoscale-gap TPV devices has shown that the power output can significantly increase due to radiation tunneling 
[1]. However, our recent analyzes suggest that nano-TPV systems previously proposed in the literature are likely 
to suffer from excessive cell heating. One way to circumvent this problem is to design structures emitting 
thermal radiation selectively in the near-field, a subject that has attracted attention only very recently [2-4].  

The near-field thermal spectrum can be tuned by using thin films supporting surface polaritons. In general, 
SPhPs are more interesting than SPPs for thermal radiation applications, as their resonant frequency is in the 
infrared. The objective of this work is to analyze near-field radiative heat transfer between two silicon carbide 
(SiC) thin films supporting SPhPs. This is accomplished by calculating the local density of electromagnetic 
states (LDOS) within the gap formed between two SiC films and the radiative heat flux exchanged between the 
two layers.  

 
2. THEORETICAL FORMULATION AND MODELING 
Thermal radiation between two parallel films with perfectly smooth surfaces is considered, as shown in Fig. 1. 
The media are assumed infinite along the ρ-direction and azimuthally symmetric, such that only the variations 
along the z-direction are accounted for. Both films are in local thermodynamic equilibrium, homogeneous, 
isotropic, nonmagnetic, and described by a frequency-dependent dielectric function local in space. The SiC 
layers are separated by a gap of length dc, and medium 3 is assumed to be non-emitting (i.e., T3 = 0 K). 
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Figure 1. Schematic representation of the geometry considered. 

 The LDOS and radiative heat flux are derived using the fluctuational electrodynamics formalism, where a 
stochastic current density vector Jr is added in the Maxwell equations to account for thermal emission. The 
LDOS at a distance Δ above the emitting layer 1 (see Fig. 1) is calculated from the energy density at Δ 
normalized by the mean energy of an electromagnetic state, Θ(ω,T1). For this, only the TM evanescent 
component of the LDOS is analyzed, as SPhPs exist in TM-polarization for nonmagnetic materials. By applying 
the fluctuation-dissipation theorem (FDT), relating the ensemble average of Jr with the local temperature of the 
emitting medium, the following expression is obtained for the monochromatic LDOS at Δ above film 1 [3]: 
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In Eq. (1), Rj
TM is the reflection coefficient of film j, kρ is the wavevector parallel to the surfaces, kzj is the 

z-component of the wavevector in medium j, and kv is the magnitude of the wavevector in vacuum. The term 
Im(R1

TM) in Eq. (1) can be seen as the spectral near-field emittance of film 1, while the term in square brackets 
accounts for the increase of thermal emission due to the presence of medium 3 [3].  
 The monochromatic radiative heat flux emitted by medium 1 and absorbed by medium 3 is determined by 
calculating the z-component of the Poynting vector and by applying the FDT; after a series of algebraic 
manipulations, the following expression is obtained for the TM evanescent component of the flux [4]: 

22
31

31)Im(2
2

1
,

2

2

1

)Im()Im(),(
cz

v

cz

dikTMTM

TMTM

k

dkevan
abs

eRR

RR
edkkTq

−

Θ
= ∫

∞
−

ρρω π
ω   (2) 

 Since Im(R1
TM) can be seen as the near-field spectral emittance of layer 1, Im(R3

TM) can be interpreted as the 
near-field spectral absorptance of film 3. 

 
3. RESULTS AND DISCUSSION 
SPhP dispersion relation for the two film system is determined by solving: 1 – R1

TMR3
TMexp(2ikz2dc) = 0. For the 

two film system, SPhP interactions within and between the layers split the dispersion relation into four branches, 
showing anti-symmetric and symmetric resonances for each film and for the whole structure [3]. This splitting of 
the SPhP dispersion relation in multiple branches can be employed to control near-field thermal emission.  
 To analyze the impact of SPhP coupling on near-field thermal emission, the LDOS is calculated above layer 
1 (thicknesses of 10 nm and 100 nm) in the absence of layer 3 (Fig. 2(a)), and at Δ = dc

- (i.e., before crossing the 
interface 2-3). Calculations are repeated when layer 3 is present; these results are depicted in Fig. 2(b). The 
dielectric function of SiC is modeled using a damped harmonic oscillator [3,4].  
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Figure 2. Spectral distribution of TM evanescent component of the LDOS above the emitting layer 1 (t1 = 10 nm and 100 nm): (a) Δ = 10 

nm, 100 nm, and 500 nm (no film 3). (b) Δ = dc
- = 10 nm, 100 nm, and 500 nm.  

Figure 2(a) shows that the LDOS profile is a function of the ratio t1/Δ. The single resonance at ωres = 
1.786×1014 rad/s (resonant frequency of a single SiC-vacuum interface) observed for small t1/Δ split in 
anti-symmetric and symmetric modes converging respectively toward ωLO (longitudinal optical phonon 
frequency) and ωTO (tranverse optical phonon frequency). It can be shown via an asymptotic analysis of SPhP 
dispersion relation that the splitting of the near-field thermal spectrum in two modes occurs when t1/Δ is equals 
or less than unity [3]. When medium 3 is present, the near-field spectrum can significantly increase, and SPhP 
inter-film coupling also affect the spectral location and coherence of the resonance of the LDOS, albeit slightly. 

Spectral distributions of TM evanescent component of the radiative heat flux per unit parallel wavevector kρ 
are depicted in Fig. 3. The thickness of the emitter (the first film) is 10 nm, the vacuum gap dc is fixed at 100 nm. 
The thickness of the receiver t3 takes values of 10 nm, 50 nm, 100 nm, and 500 nm. The results show clearly that 
near-field radiant energy exchanges are highly dependent on the thickness of the receiver. For t1 = t3 = 10 nm, 
the resonances of thermal emission and absorption are almost the same; the small discrepancies come from 
inter-film SPhP coupling. As a result, two distinct resonances can be observed on the flux profile [4]. As t3 
increases, SPhP coupling within film 3 decreases, and the resonance of absorption converges toward ωres. This 
can be clearly seen by comparing the panels (b) to (d) where two branches of high radiative flux merge into ωres 
as t3 increases. Also, the high and low frequency resonant branches observed in Fig. 3(a) remains present as t3 
increase, while decreasing in strength. These branches can be interpreted as coming from high near-field thermal 
emission from layer 1. As t1 does not vary, the spectral location of these modes is only slightly (in a 
non-perceptible manner) affected by the variations of t3. The decrease in strength of these resonant modes is 
explained by the increasing mismatch between the resonances of emission and absorption at t3 increases. 

To summarize, the LDOS analysis revealed that the design of a near-field thermal spectrum depends not 
only on the emitter, but also the receiver. The results also showed that the near-field thermal spectrum is highly 
sensitive to the structure of the device where radiant energy exchanges occur, due to SPhP coupling within and 
between the layers. Via an asymptotic analysis of SPhP dispersion relation for the two film system, we 
developed an expression to predict the frequencies at which the radiative heat flux is maximal as a function of 
the film thicknesses and their distance of separation [4]. We aim to extend this procedure for multiple thin films 
in order to design highly-efficient nano-TPV energy conversion devices. 
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Figure 3. Spectral distribution of TM evanescent component of the radiative heat flux as a function of kρ (in log-scale) for t1 
= 10 nm and dc = 100 nm: (a) t3 = 10 nm. (b) t3 = 50 nm. (c) t3 = 100 nm. (d) t3 = 500 nm. The scale shown in panel (a) is 
also valid for panels (b), (c), and (d).  
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Abstract A planar bi-layered silver prisms with rounded corner is shown to have a singular optical 
mode depends of gaps by numerical simulation. Such behavior results from the plasmon resonance in 
the pairs of nano prisms both the electric and the magnetic components of light. 

 
1. INTRODUCTION 
Localized surface plasmon (LSP) of metallic nano particle has recently received much attention [1]. The 
bi-layered structure that two metal films are formed on the both side a dielectric film (metal / insulator / metal) 
was expected to have a singular optical mode, and paid attention to achieve a negative refractive index [2, 3]. 
However, the discussion of the optical mode of bi-layered structure is especially undefined in nano particle. In 
this research we report the light intensity enhancement depended of gap distances consist from a 
polymethylmethacrylate (PMMA) film were sandwiched two silver prisms using the finite-difference 
time-domain method. 

 
2. NUMERICAL METHOD 
As shown in Fig. 1(a), a basic calculation structure of a planar bi-layered prism (Ag / PMMA (nPMMA: 1.49) / Ag) 
with rounded corner was setup on a glass substrate of refractive index of 1.515 in air atmosphere (nair: 1.00). The 
schematic cross sections represented in Fig. 1(b) and (c) are that of a planar bi-layered prism of x-z plane and y-z 
plane, respectively.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Configuration for numerical simulation of a planar bi-layered prism (Ag / PMMA / Ag) with rounded 
corner. (a) Whole structure, FDTD geometry in a cross section of (b) x-z plane and (c) y-z plane. A planar 
bi-layered prism with side length, a, (as drown in Fig. 1 (b)) and height, H, (as drown in Fig. 1 (c)).  
 

(a) (b) (c)
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The height, the side length and the angle of prism were 25 nm, 100 nm and 60 degrees, respectively. 
Furthermore, the apex radius of prism was 8.66 nm. This apex radius of 8.66 nm is derived from the prism with 
smallest apex radius, in which we fabricate use of the focused ion beam [4]. The film thickness of PMMA was 
changed from 1 nm to 10 nm. Incident light intensity was 1 × 10-10 W/µm2, the light polarized in the TE- and 
TM-polarized (x- and y-direction), parallel to the substrate surface illuminated toward the corner of prism. Then 
the light intensity enhancement was observed at an observation point (the red dot as shown in Fig. 1(a) and (c)), 
and the distributions of light intensity were calculated when LSP resonance occurs. The permittivity of the silver 
was expressed by the combination of the Drude model and Lorentz model. 
 
3. RESULTS AND DISCUSSIONS 
Figure 2 exhibits the wavelength dependency of light intensity enhancement effect at observation point from Fig. 
1. In the incident light polarized TE-mode, two or three LSP resonance peaks were observed in visible range as 
shown in Fig. 2(a). Moreover, the wavelength of LSP peak resonances appeared the same wavelength depends 
on the gap distance. The light intensity enhancement decrease as the gap distance becomes large. By contrast, 
one LSP peak resonance peak was observed using the light polarized TM-mode. The wavelength of LSP peak 
resonance shifts red as the gap distance becomes large. The light intensity enhancement was the largest when the 
gap distance was 5 nm at TM-polarized. In these results, the light intensity enhancement of TM-polarized was 10 
times TE-polarized.  
 
 
 
 
 
 
 
 
 
 
Fig. 2. The gap distance dependency of light intensity enhancement effect versus wavelength at (a) TE- and (b) 
TM-polarized. The black dot, the red triangle, the blue rectangle and the green triangle show the gap distance of 
a planar bi-layered prism of 1 nm, 3 nm, 5 nm and 10 nm, respectively. 
 

The distributions of the light intensity enhancement in different gap distances of a planar bi-layered prism at 
TE-mode are shown in Fig. 3. From Fig. 3, the largest light intensity enhancement at the rounded corners in the 
air side was shown that 1 × 103 times, whereas about 104 times in the substrate side and the dielectric film side. 
The light intensity enhancement at the rounded corner decrease as the gap distance becomes large. The 
characteristic of the light intensity enhancement was the same as single nano prism when the gap distance was 1 
nm. Therefore the light intensity distribution of the LSP mode resembles a so-called dipole mode [4]. However, 
the light intensity enhancement separate at the dielectric film as the gap distance becomes large. Namely, the 
incident light was localized into a large refractive index because of the refractive index difference around. 
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Fig. 3. Snap shots of distribution of light intensity in several nm gaps of a planar bi-layered prism at 
TE-polarized. (a), (b), (c) and (d) show the gap distance of 1 nm, 3 nm, 5 nm and 10 nm in a cross section of x-z 
plane, respectively. (e), (f), (g) and (h) show the gap distance of 1 nm, 3 nm, 5 nm and 10 nm in a cross section 
of y-z plane, respectively. 
 

The distributions of the light intensity enhancement in different gap distances of a planar bi-layered prism at 
TM-mode are shown in Fig. 4. From Fig. 4, the light intensity enhancement was observed at corner and center in 
gap layer and shown that 1 × 103 times, whereas about 104 times in the dielectric film side. The light intensity 
enhancement at the dielectric film increase as the gap distance becomes large. The incident light was localized 
into the surface of the top prism when the gap distance was 1 nm. The light intensity enhancement focused in 
gap layer as the gap distance becomes large.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Snap shots of distribution of light intensity in several nm gaps of a planar bi-layered prism at 
TM-polarized. (a), (b), (c) and (d) show the gap distance of 1 nm, 3 nm, 5 nm and 10 nm in a cross section of x-z 
plane, respectively. (e), (f), (g) and (h) show the gap distance of 1 nm, 3 nm, 5 nm and 10 nm in a cross section 
of y-z plane, respectively. 
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4. CONCLUSIONS 
Figure 5 shows the relationship between the gap distance of a planar bi-layered prism and the characteristics of 
the light intensity enhancement. The characteristics of light intensity enhancement of the single nano prism and 
bowties with different gap distance, in which the side length, the apex radius and different gap distances are 100 
nm, 8.66 nm, 20 nm and 1 nm, respectively, are shown by the red, blue and green lines, respectively [4, 5]. As a 
result, when the gap distance of a planar bi-layered prism becomes 5 nm at TM-mode, the light intensity 
enhancement of a planar bi-layered prism is clarified to be larger than that in single nano prism. Unfortunately, it 
has been understood that another gap distance and polarization, the light intensity enhancement is smaller than 
for a single nano prism. Therefore, this structure is not expected as for a large light intensity enhancement. 
However, we confirmed a very interesting distribution of light intensity in several nm gaps of a planar bi-layered 
prism at TM-polarized. Finally, we defined the optical mode of bi-layered structure in nano particle. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. The characteristics of light intensity enhancement of tripartite relationship (i.e., a planar bi-layered prism 
as indicated by the red dot and the red circle, single nano prism as indicated by the red line and nano bowtie as 
indicated by the blue and the green lines). The black dots and the black circles show TE- and TM mode, 
respectively. The blue and green lines show the difference gap distance of 20 nm and 1 nm, respectively. 
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Abstract- We have investigated the performance of a nano-optical directional coupler based 
on gap plasmon waveguides. The coupler consists of two waveguides having a localized 
coupled plasmon propagating between two semi-cylindrical surfaces. After introducing a 
fundamental mode of studied waveguides, effects of the structure parameters on the 
coupling length are shown. Simulation results of the coupler obtained by the compact-2D 
finite-difference time-domain (FDTD) method comply with those derived by an analytic 
method with the aid of the finite-element frequency-domain (FEFD) software package of 
COMSOL.  
 

1. INTRODUCTION 
Achieving high speed and high efficiency information processing is one of the major goals in modern 
technology. Thus light could be an efficient carrier in optical integrated circuits and devices. In 
conventional dielectric optical devices, the diffraction of light is the limit of miniaturizing the devices 
[1]. This means that, these structures could not confine and localize the electromagnetic waves within 
a region smaller than their wavelength. To overcome this problem these materials have been replaced 
by metals, and surface plasmons have been used in metallic nanostructures [2-4]. In recent years, 
different metallic nanostructures, such as metallic gaps [5-6], triangular metal wedges [7], and metal 
V-grooves [8] have been widely studied and there have been great interests in the novel applications 
of these structures at optical frequencies. One of the most important devices in optical 
communications is directional coupler, the plasmonic types of which can be used in integrated 
structures [9, 10].  
Coupling can be investigated from two points of view. From one side, it can be related to the crosstalk 
and demonstrates how much the plasmonic components can be integrated. On the other side, verifying 
the coupling between waveguides and investigating the effects of the parameters of the structures on 
coupling strength can lead to the design of directional couplers to be used in integrated optical 
circuits. 
In this paper, after introducing a fundamental mode of the plasmonic waveguide which is used in our 
structure, we have demonstrated the effects of important parameters of a novel directional gap 
plasmon coupler on its coupling length. There are some numerical methods, such as finite-difference 
time-domain (FDTD) and finite-element method (FEM) that can be used for simulation of these 
structures to obtain their characteristics. The structures mentioned here have been simulated by 
compact FDTD method and the results have been confirmed by using an analytic method with the aid 
of the commercial finite-element frequency-domain (FEFD) software package of COMSOL.  
 
2. Coupler Structure and Analysis Methods 
We have investigated a coupler consisting of two slot waveguides, having a localized coupled 
plasmon propagating between two semi- cylindrical surfaces of radii R. The slot widths are W and the  

Figure 1. Configuration of the plasmonic coupler under study consisting of two 
identical slot waveguides of width W separated by a metal strip of width S. The radii 
of the semi-cylindrical surfaces are R. 
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separation distance between them is S (figure 1). The permittivities of the metal and cladding are εm, 
εc  respectively. 
For the fundamental mode at the free space wavelength of 632.8 nm, which we are focused on, the 
symmetric features of electric and magnetic field distributions of the anti-symmetric coupled semi-
cylindrical surface plasmons (ACSCSPs) in each of these identical waveguides are similar to those in 
anti-symmetric coupled wedge plasmons (ACWPs) [11].  
The slot waveguides in the coupler (Fig. 1) should be identical and satisfy the mirror symmetry 
relation: 

 ( , ) ( , )r rx y x yε ε= −  (1) 
where εr is the relative dielectric function. This condition causes that the guided modes in each of the 
waveguides have the same phase velocities, and leads to the possibility of energy coupling from one 
of the waveguides to the other. The coupler structure is supposed to be uniform along the propagation 
direction of z. If the propagation length is not too short and the lightwave has been launched in one of 
the waveguides, then the coupling length is [12]: 

 c
s a

L
k k

π
=

−
   (2) 

where  and  are the wave numbers of the symmetric and anti-symmetric modes of the coupler.  
To simulate the proposed structure performance, two different approaches have been used: 2D-
compact finite-difference time-domain (FDTD) algorithm [13], and results of an analytic method with 
the aid of a commercial finite-element frequency-domain (FEFD) software package (COMSOL). In 
the FDTD method, for simulating the metal we have modeled the motion of electronic charges using 
kinetic force equation [14] and substituted the current densities into the three dimensional Maxwell 
equations. By assuming that the structure is uniform along the z axis we could simplify the 3D 
problem into a 2D problem. The calculated area is surrounded by first-order Mur’s absorbing 
boundary [15]. For excitation of our structure, a pulse is launched to one of the slot waveguides. The 
pulse is periodic along the z axis with a preselected period [13]. The input pulse propagates in one slot 
waveguide and gradually couples to the other one and vice versa. By deriving the temporal period of 
this coupling by FDTD method, and the phase velocity, which could be calculated by the wave 
number of the guided mode in the waveguide, the coupling length can be obtained. For example, in 
figure 2, by FDTD method, the electric field distributions are illustrated, while most of the lightwave 
is in the right waveguide (figure 2(a)) and after coupling time ( 141.33 10ct s−≈ × ), the lightwave is 
coupled to the left one (figure 2(b)). Therefore, by finding this time of coupling, consequently we can 
calculate the coupling length. 
 
 

 
(a) (b) 

Figure 2. The field distribution, obtained by our compact-2D FDTD, while the 
lightwave is in the right waveguide (a) and while the lightwave is coupled to the left 
one after coupling time of 141.335 10ct s−≈ ×  (b). Structure parameters are: 50R =
nm, 50W = nm, 120S = nm.  
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Also, by determining the wave numbers of symmetric and anti-symmetric modes using commercial 
finite-element frequency-domain (COMSOL), the coupling length can be calculated from Eq. 2. 
 
3. Coupling Length as a Function of Coupler Parameters 
3.1. Effect of separation distance 
First, we have considered the dependency of the coupling length to the separation distance of the slot 
waveguides, S. As shown in figure 3, for the considered fundamental mode for a constant radius, R, 
increasing width S results in significant increase of the coupling length. The reason is that increasing 
S leads to reduction of coupling efficiency between two waveguides. The coupling lengths are 
calculated by FDTD method and equation (2) with the aid of COMSOL software. The difference in 
the results of the two methods may be returned to the different mesh types of the two methods. 
 

Figure 3. The dependency of the coupling length  for the considered coupled mode 
on the separation S between the waveguides of figure 1, with 16.2 0.52m iε = − +  
(silver), 1cε = , 632.8λ = nm, 100W = nm, and 50R = nm. The results obtained by 
our compact-2D FDTD (solid) are compared with those of determined by equation 
(2) and COMSOL software (*). 
 

3.2. Effect of radius of semi-cylindrical surfaces 
When the radii of the semi-cylindrical surfaces are increased, in fact their sharpness is decreased 
leading to weaker localization of plasmons, smaller wave number, and higher coupling strength; 
hence it should result in decreasing the coupling length. But as shown in figure 4, the results are quite 
the contrary. The reason is that by increasing the radius, the volume occupied by the electric field is 
increased and the mode stores more energy. As a result,  increases with increasing radii because of 
the larger amount of stored energy which needs longer time to be coupled from one waveguide to the 
other, even though the coupling strength is increased.  
 

Figure 4. The dependencies of the coupling length  for the considered coupled 
mode on separation S between the waveguides of figure 1, obtained by our compact-
2D FDTD for different radii with 16.2 0.52m iε = − +  (silver), 1cε = , 632.8λ = nm, 

100W = nm. 
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3.3. Effect of waveguide widths 
The other parameter which has been considered is the width of the slot waveguides, W, and the 
dependency of the coupling length on it. By decreasing the width, the wave number and 
correspondingly the localization of the fields are increased, so the coupling strength decreases. But 
again to get exact justification, the stored energy in the waveguides must be considered. By reducing 
W, the field confinement is increased leading to increasing the coupling length and on the other hand 
reducing the stored energy leading to decreasing the coupling length. As shown in figure 5, there is a 
specific separation distance in which these two factors frustrate each other and come to equilibrium. 
Therefore, in this separation distance, W will not be a critical parameter and will not affect 
significantly the coupling length. This means that when separation distance is less than a specific 
value, the effect of the amount of energy stored in waveguide is more powerful than the confinement 
effect. But the effects in larger separation distances are quite the contrary. 
 

Figure 5. The dependencies of the coupling length  for the considered coupled 
mode on separation S between the waveguides of figure 1, obtained by our compact-
2D FDTD, for different waveguide widths. 30R = nm with 16.2 0.52m iε = − +  
(silver), 1cε = , 632.8λ = nm. 
 

4. CONCLUSIONS 
In this paper, we have demonstrated the performance of a coupler based on gap plasmon waveguides. 
The dependencies of the coupling length on the structure parameters have been shown by the 
compact-2D-FDTD method and the results have been confirmed by using commercial finite-element 
frequency-domain (FEFD) software package of COMSOL. These directional couplers can be used in 
integrated nanophotonics according to their small dimensions and low coupling lengths. 
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Abstract— We study cooperative emission by an ensemble of emitters, such as fluorescing
molecules or semiconductor quantum dots, near a metal nanoparticle. The primary mechanism of
cooperative emission is resonant energy transfer between emitters and plasmons rather than Dicke
radiative coupling between emitters. The emission is dominated by three superradiant states with
the same quantum yield as a single emitter, leading to a drastic reduction of ensemble radiated
energy down to just thrice of that by a single emitter, the remaining energy being dissipated in
the metal through subradiant states. We perform numerical calculations of system eigenstates
and find that the plasmonic Dicke effect interactions affect is not impacted by the interactions
between emitters or non-radiative losses in the metal.

1. INTRODUCTION

Superradiance of an ensemble of dipoles confined within a limited region in space has been discov-
ered in the pioneering work by Dicke[1, 2] The underlying physical mechanism can be described as
follows. Suppose that a large number N of dipoles with frequency ω0 are confined in a volume with
characteristic size L much smaller than the radiation wavelength λ0 = 2π/ω0. Then radiation of an
ensemble is a cooperative process in which emission of a photon is accompanied by virtual photon
exchange between individual dipoles. This near field radiative coupling between dipoles leads to
the formation of new system eigenstates, each comprised of all individual dipoles. The eigenstates
with angular momentum l = 1 are superradiant, i.e., their radiative lifetimes are very short, ∼ τ/N ,
where τ is radiative lifetime of an individual dipole; the remaining states are subradiant with much
longer decay times, ∼ τ(λ0/L)2 À τ .

Recently, we extended the Dicke effect to plasmonic systems comprised of N dipoles located in
the vicinity of a metal nanostructure, e.g., metal nanoparticle (NP), supporting localized surface
plasmon (SP) [3]. In such systems, the dominant coupling mechanism between dipoles is plasmonic
rather than radiative, i.e., it is based on virtual plasmon exchange (see Fig. 1). This plasmonic cou-
pling leads to the formation of collective states, similar to Dicke superradiant states, that dominate
photon emission. Furthermore, the metal nanostructure acts as a hub that couples nearby and re-
mote dipoles with about equal strength and hence provides a more efficient hybridization of dipoles
than does the radiative coupling. In general, as dipoles orientations in space are non-uniform,
there are three superradiant states with total angular momentum l = 1, each having radiative
decay decay ∼ NΓr/3, where Γr is radiative decay rate of a single dipole near a nanostructure [3].

The principal difference between plasmonic and usual (photonic) Dicke effects stems from non-
radiative energy transfer between the dipoles and the nanostructure. Let us first outline its role
for the case of a single dipole near metal NP. When an excited emitter is located close to metal

e
j

e
k

SP
jkph

jk

e
k

e
j

(b)(a)

Figure 1: (Color online) Radiative coupling of emitters in free space (a), and plasmonic coupling of emitters
near a metal nanoparticle (b).
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surface, its energy can be transferred to optically inactive excitations in the metal and eventually
dissipated (Ohmic losses). This is described by the non-radiative decay rate, Γnr ∝ d−3, where
d is the dipole–surface separation [4]. As a result, the radiation of a coupled dipole-NP system
is determined by a competition between non-radiative losses and plasmon enhancement [5]; this
competition manifests itself through quantum efficiency as Q = Γr/Γ, where Γ = Γr + Γnr is the
full decay rate. Indeed, the radiated energy of dipole-NP system is W = (~kc/2)Q, k and c being
wavevector and speed of light, and its distance dependence follows that of Q: with decreasing d,
the emission first increases due to plasmon enhancement, and then, at closer distances, it decreases
due to suppression of Q by non-radiative losses in the metal. Both enhancement and quenching
were observed in recent experiments on fluorescing molecules attached to a metal NP [6, 7, 8, 9, 10],
and, not too close to NP surface, the distance dependence of single-molecule fluorescence [8, 9] was
found in excellent agreement with single dipole-NP models [11].

When radiation takes place from an ensemble of emitters near metal nanostructure, there are
two distinct types of plasmon-induced coupling mechanisms between the emitters. The first is
plasmon-enhanced radiative coupling, described by the radiative decay matrix Γr

jk, where indexes
j, k = 1, · · · , N refer to emitters. This mechanism is a straightforward extension of Dicke radiative
coupling that incorporates SP local field into the common radiation field; hence, in similar way,
the eigenstates of Γr

jk are superradiant and subradiant states. In the ideal case of ”point sample”,
i.e., kL ¿ 1, the subradiant decay rates are negligibly small and Γr

jk essentially has just three
non-zero eigenvalues, corresponding to superradiant decay rates, each scaling with N according to
∼ NΓr/3 [3]. The second coupling mechanism is non-radiative energy transfer between dipoles
via NP plasmons. It can be viewed as plasmon-enhanced Forster transfer whereby a plasmon
non-radiatively excited by one dipole transfers its energy to another dipole; this is described by
non-radiative decay matrix, Γnr

jk . As a result, the system eigenstates are determined by the full
decay matrix Γjk = Γr

jk + Γnr
jk , in contrast to the usual Dicke effect which involves only radiative

coupling channel. Not too close to NP surface, the energy transfer takes place primarily via optically
active dipole surface plasmon (SP) and therefore no significant mixing superradiant and subradiant
states is expected. Therefore, the total radiated energy of the ensemble is just thrice that of the
single dipole-NP system, Wens ' 3W , regardless of the ensemble size. The remaining energy that
is trapped in the N − 3 subradiant states is dissipated in the metal rather than emitted with a
much slower rate.

Here we study the role of interactions in plasmon-mediated cooperative emission, which has
several distinctive aspects. First, as the decay matrices contain plasmon pole, the relative strength
of dipole-dipole interactions is effectively reduced as compared to that in the absence of NP. Second,
there are additional corrections to emitters’ frequency due to the fact that NP polarizability is
complex, one originating from plasmon-enhanced radiative coupling and another from nonradiative
coupling; these corrections, however, remain finite when dipoles approach each other. Therefore,
the actual system eigenstates are determined by both the interactions and the energy exchange,
and their frequencies and decays rates must be found simultaneously. Here we calculate the full
spectrum of interacting emitters near a metal NP.

Specifically, we consider the common situation when emitters, e.g., fluorescent molecules or
quantum dots, are attached to NP surface via flexible linkers. Typically, fluorophores bound to
linker molecules have certain orientation of their dipole moments with respect to NP surface and,
due to repulsive interactions, their angular positions are ordered rather then random.[7] Therefore,
in our numerical simulations below, we assumed that angular positions of emitters coincide with the
sites of spherical lattice, such as fullerenes. We find that the structure of system eigenstates reflects
the competition between all coupling channels. Importantly, the interactions have no significant
effect on superradiant states, so the cooperative emission remain intact. Specifically, the eigenstate
most affected by direct dipole-dipole interactions is subradiant state with the smallest decay rate,
while the frequencies of remaining subradiant states are determined by plasmon-mediated interac-
tions, mentioned above.

2. NUMERICAL RESULTS

We consider an ensemble of N molecular dyes attached to an Ag spherical particle with radius
R = 20 nm via molecular linkers at positions rj . The system is embedded in aqueous solution
with dielectric constant ε0 = 1.77, and two types of dyes with quantum efficiencies q = 0.3 and404
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Figure 2: (Color online) Decay rates (a) and energy shifts (b) vs. distance for 20 dipoles in C20 configuration
around Ag NP.

q = 0.95 are used in the calculations. In our simulations, the dyes with normal dipole orientations
were located at the sites of symmetrical spherical lattice, specifically, fullerenes with N = 20, 32,
60, and 80 sites. The eigenstates are found by numerical diagonalization of self-energy matrix [3],
∆jk − i

2Γjk, with its real (energy shifts) and imaginary (recay rates) parts given by

∆jk = ∆0
jk + Γr

0α
′′
1

(
1
r3
j

+
1
r3
k

)
cos γjk − 3Γr

0

4k3

∑
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Pl(cos γjk), (1)
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+
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cos γjk +

3Γr
0

2k3

∑
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α′′
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j rl+2

k

Pl(cos γjk), (2)

where Pl is Legendre polynomial, γjk is the angle between positions of dipoles j and k measured
from NP center, Γr

0 is radiative decay rate of an isolated dipole, ∆0
jk is the pair dipole-dipole

interaction, and αl(ω) = R2l+1[ε(ω)−ε0]
ε(ω)+(1+1/l)ε0

is metal NP l-pole polarizability, ε(ω) being metal dielectric
function. Calculations were carried at the SP energy of 3.0 eV, the size-dependent Landau damping
was incorporated for all plasmon modes, and NP polarizabilities with angular momenta up to l = 30
were calculated using the experimental bulk Ag complex dielectric function.

In Fig. 2, we plot distance dependences of complex eigenvalues for C20 configuration. There are
five sets of eigenvalues with 3, 4, 4, 7, and 1-fold degeneracies, in descending order of Γ magnitudes.
Down to the distance of d = 5 nm, the largest decay rates, corresponding to three predominantly
superradiant states, are well separated from the rest. The steep rise of Γ at small distances is due
to the dominant role of high-l plasmon modes in nonradiative coupling very close to NP surface
[see Eqs. (2) and (1)]. The interplay between various coupling mechanisms is especially revealing
when comparing the plots for ∆J and ΓJ (curves for same eigenvalue sets have similar patterns).
The superradiant states have the largest decay rate for all d and relatively small mainly positive
frequency shift for d & R/2; these states are dominated by plasmon-enhanced radiative coupling.
The non-degenerate state with large positive energy shift and smallest decay rate is dominated by
direct nearest-neighbor dipoles interaction; this state is least affected by the presence of NP and
does not participate in the emission. The third group of states with mostly negative ∆J and small
ΓJ is dominated by nonradiative plasmon coupling. Closer to NP surface, the nonradiative coupling
becomes dominant due to high-l plasmons and all states develop large decay rates and negative
energy shifts.

For larger ensembles, the eigenstates have similar structure, as illustrated in Fig. 3 for C80405
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Figure 3: (Color online) Decay rates (a) and energy shifts (b) vs. distance for 80 dipoles in C80 configuration
around Ag NP.
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Figure 4: (Color online) Fluorescence quantum efficiency vs. distance for several ensembles of high-yield
emitters on spherical lattices around AG NP.

configurations. There are three degenerate superradiant states and a nondegenerate subradiant
state with longest lifetime that bears the main effect of dipole-dipole interactions. All the remaining
subradiant states decay primarily through nonradiative energy transfer to NP with rates that are
substantial only close to metal surface. This stands in sharp contrast to the usual cooperative
emission by an ensemble of ideal dipoles, where the energy trapped in subradiant states is eventually
radiated, albeit with a much slower rate, resulting in sharp spectral features of emission spectrum.
Instead, in plasmonic systems, the trapped energy is dissipated in the NP and only small fraction
of total energy leaves the system via superradoant states. Thus, the net effect of plasmonic Dicke
effect is to drastically reduce the emission as compared to same number of individual dipoles.
Remarkably, as the eigenvalues scale uniformly with N , the quantum efficiencies of superradiant
states are nearly independent of the ensemble size, leading to the simple relation Qens ' 3Q.

This is illustrated in Fig. 4 which shows ensemble quantum efficiencies Qens for dyes with
quantum yield q = 0.95. Two regimes can be clearly distinguished in the distance dependence of
Qens: it first rises with the slope proportional to N , and then switches to slower rise after d ' 5 nm.
The linear N -dependence of Qens indicates the dominant role of high-l plasmons in nonradiative
coupling which prevent superradiant and subradiant states from being formed, while for larger
distances the plasmon-enhanced radiative coupling is dominant leading to Qens ' 3Q behavior.406
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3. CONCLUSION

We studied here plasmon-mediated superradiance from an ensemble of dipoles near metal nanopar-
ticle. Our main conclusion is that the plasmonic Dicke effect is a robust phenomenon, more so
than the usual photonic Dicke effect because of a more efficient hybridization of individual dipoles
via nanoparticle plasmon. We have established that hybridization takes place through two types
of plasmon coupling mechanisms, plasmon-enhanced radiative coupling and nonradiative plasmon
coupling, the latter having no analogue in the usual Dicke effect.

An obvious application of the plasmon-mediated superradiance is related to fluorescence of a
large but uncertain number of molecules linked to a metal nanostructure at some average distances
from its surface. For single-molecule case, the modifications of fluorescence intensity with distance
was proposed to serve as nanoscopic ruler [12], owing to the excellent agreement of measured
distance dependences with single-dipole models [11]. In the case of molecular layer, the ambiguities
caused by uncertain molecules number and distribution of their positions relative to the metal
surface prevent, in general, determination of system characteristics from fluorescence variations.
However, in the cooperative regime, the ambiguity related to molecules number is removed, and the
intensity is essentially determined by Qens ' 3Q with distance-averaged single-molecule quantum
efficiency.
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 Abstract 

 Coherent control of light field was a subject of numerous investigations and considerable 

progress has been achieved in last decades. There are a number of approaches to manipulation of 

the light field propagation in the media using optical solitons, photonic crystals 

electromagnetically induced transparency (EIT) , coherent population oscillation , and hole 

burning. For more extensive reviews the reader is referred to the literature.   

EIT is based on the interaction of light with coherent resonant atomic ensembles which provides 

considerable enhancement of the interaction between the light and atoms. It is quite desirable to 

increase light–atom interaction in order to achieve high enough optical depth at the resonance 

atomic transition. This can be performed by increasing the medium size and density of the atoms, 

but practical applications and device sizes put some limitations on these methods. Another 

possibility is to increase the atom-photon coupling as it is exploited in the cavity quantum 

electrodynamics. In this work we propose to control slow surface polariton (SP) fields in meta-

materials using EIT technique by exploiting the enhancement of the interaction between the SP 

modes and three-level atomic media. The aim of our investigation is to find the optimal 

conditions which can provide an effective quantum control of weak SP fields. Surface polaritons 

(SP) are electromagnetic excitations at the interface of two media. Strong spatial confinement of 
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SP leads to a huge enhancement of the electromagnetic field near the media surface, albeit these 

modes are notoriously lossy. Basic properties of SP field depend on the electrical and magnetic 

properties of the two media. In ordinary media ( 1 ) only the electric SP modes can exist. 

Modern technology made it possible to artificially fabricate materials with both  0,0    

called meta-materials where new types of SP modes can be effectively generated. We show that 

using a meta-material medium on one side of the structure provides the advantage to reduce SP 

losses and also to support both transverse electric and magnetic polarized SPs modes whereas in 

conventional materials only lossy transverse magnetic SPs exist. Here we theoretically study SP 

modes in meta-materials and discuss how to reduce SP losses. We study the properties of SP-SP-

control which are determined by the strong spatial confinement of the SP modes, and their 

application for slow light control based on EIT. We show that the confinement increases the 

effective coupling coefficient between SP-modes and three-level atomic media which is then 

used in SP control. Using SP confinement, we demonstrate the possibility of very slow surface 

polariton fields with group velocity down to about 500 m/s at EIT conditions.  Potential 

applications of SP fields in nano-photonics and quantum memory are highlighted.  
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Abstract:- Three novel shapes of mushroom-like electromagnetic band-gap (EBG) structures are presented 

in this paper. The three shapes are based on rectangular metal strip with different combinations. The 

performances of the three-shape structures are studied by using both incident plane wave method and 

transmission coefficient approach. The effect of height and via location are also studied to achieve multi or 

wide band gap. These shapes are embedded in microstrip patch antenna substrate.  The performance of the 

MPA is improved as increasing the antenna gain by 5dBi, decreasing the surface current so improving the 

antenna radiation pattern as well as reducing the antenna size by more than 70% compared to the original 

size. The new shapes of EBG structures are integrated with MPA as a ground plane, where the conducting 

ground plane is replaced by a high impedance surface EBG layer. Parametric studies are conducted to 

maximize their impedance bandwidth and gain. It is found that the antenna bandwidth increased by about 

four times than original band and its gain is similarly increased. Sample of these antennas are fabricated 

and tested, to verify the designs. 

 
I. Introduction 
In recent years, unique properties of electromagnetic band-gap (EBG) structures have made them 

applicable in many antenna and microwave applications. Various kinds of EBG structures have been 

suggested at microwave frequencies for applications in the electromagnetic and antenna community [1, 2]. 

EBG structures are periodic structures which can suppress the propagation of electromagnetic waves in 

particular frequency bands. The mushroom-like EBG structure with square patches connected to a 

dielectric substrate ground by vertical posts or metal-plated via was first developed by Sievenpiper et al in 

1999 [1]. The study reveals that: first, the resonant frequency is decreased as via height increased and 

bandwidth of the bandgap is increased. Second, the resonant frequency is decreased when the position of 

via is moved from the patch center and the bandwidth of the bandgap is decreased. Curve fitting was used 

to obtain an approximate equations of the via effect on both bandgap resonance frequency and bandwidth. 

The new shapes parameters are compared with conventional square EBG mushroom shape.   

A unique feature of the proposed structure is the realization of tuned two stop-bands without 

changing the size of the structure. By adjusting the position of via simultaneously, the frequency of the 

stop-band can be tuned easily over a wide frequency range and the antenna can be wideband by tuning the 

via position to produce staggered modes. The metal patch area used in these shapes is less than that used in 

the conventional square patch at the same periodicity and same resonance of the bandgap. Therefore, the 

performance of the structure is maximized by occupying the spacing area between patches by embedding 

another structure with smaller dimension to get another bandgap. Two main interesting features associated 

with this EBG structures which are suppression of surface waves and increased in-phase refection 

coefficient bandwidth [3, 4]. Suppression of surface waves results in higher efficiency, smoother radiation 

pattern, and less back lobe and side lobe levels in antenna applications [5].  On the other hand, these 

structures are used in design of low profile antennas because the radiating current lies directly adjacent to 

the ground plane without being shorted. Then embedding these shapes of EBG structure on the MPA 

substrate improves the performance compared with conventional square shape. As well as integrating these 

structures as a ground plane of MPA increases the antenna bandwidth and reduces the antenna size. 

 

II. Design the Model of a Unit Cell and Equivalent Circuit 

The three new shapes of EBG structures are investigated and compared with conventional square shape of 

EBG. Both incident plane wave method and suspended microstrip line approach are utilized to investigate 

the performance of these shapes. Geometries of the four shapes of EBG cell are shown in figure 1.  The 
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EBG structure is designed on a substrate with relative permittivity εr2 = 10.2 and height h2 = 1.25 mm. The 

side length of the square patch is L = 5 mm. The center of the pad is connected to the ground plane by a 

thin metal via with a radius r = 0.25 mm. The dimensions of the three new shapes consist of metal strip 

with length L=5mm and width W =1mm for the fist shape like add sign (plus shape), second shape is 

obtained by rotating the plus sign with 45 degree (cross shape) and the final shape is composed of the two 

previous shapes (compound shape). All structures have the same periodicity P=5.5mm and h2 varies 

between 0 to 2.45 mm to study its effect. The relative permittivity of the supporting material is εr1 = 10.2 

and the width of 50Ω microstrip line is d = 2.1mm. The coupling between the microstrip line and the patch 

generates a capacitance C1, the coupling between the embedded EBG and the ground plane creates a 

capacitance C2, and the metal via yields an inductance L, Coffset is an additional capacitance due to 

displacement of via hole from the center of the patch. The effect of via can be represented by an additional 

capacitor due to increasing the area of the patches. C depends on the patch area from the center patch edge 

and Coffset depends on the area from the patch center to via position. variation of the via height effect for the 

four shapes on bandgap resonance and bandwidth are studied. A curve fitting approach is used to generate 

an approximate equation for each shape as given in table 1. 

Table 1: The bandwidth and resonance frequency of embedded EBG patches as function of h2 

(mm). 
Shapes 

Parameters            

Square shape Plus shape Cross shape Compound shape 

Bandwidth  

2211.094.0

1

h−
 

22411.0946.0

1

h−
 

2416.0386.1

1

h−
 

2712.02.2

1

h−

 

Resonance  

frequency  
)43.0cos(13.4 2h

 

)44.0cos(38.4 2h  45.0cos(852.4 2h
 

)477.0cos(25.5 2h
 

The effect of via position is also studied as given in table 2, where X is the distance between the 

center of the via hole and the center of the patch. Note that as position of the via is changed, the 

distance between via and the edge of the metal patch decreases. The distribution of electric field 

on the patch will change as well. By adjusting the position of the via, the center frequency can 

vary in a certain range. From above equations, the inductor is nearly fixed and the capacitor 

increases so resonance frequency decreases as well as bandwidth of the bandgap as given in table 

2. It can be noticed that the bandwidth of the new shapes are larger than conventional square 

shape at the same resonance frequency and the same periodicity. Moreover, metal area used for 

these three shapes is less than used in square from L
2
 to 2WL, 2WL and 4WL, respectively. From 

this concept we can use two columns with center via followed by two columns with offset via so 

the bandwidth can be increased to achieve broadband of EBG band gap.  

 

Table 2: The bandwidth and resonance frequency of embedded EBG patches as function of via 

position X (mm). 
      Shapes  

Parameters 

Square shape Plus shape Cross shape Compound shape 

Bandwidth  -0.388X+1.5 -0.1657X+1.7 -0.1X+2 -0.286X+2.16 

Resonance   -0.88X+7.483 -1.083X+7.433 -0.988X+6.729 -0.86X+6.58 

     (a)                             (b)                                 (c)                               (d) 
Fig.1: Geometry of the four suspended patches EBG unit, (a) square shape, (b) plus shape, (c) cross shape  

and (d) compound plus-cross shape 
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As mentioned earlier when position of the vias is moved off the center of the metal, the bandwidth of the 

stop-band is decreased as well as decreasing the resonant frequency of the band. So, we use two columns 

when vias are at the center followed by two columns with offset vias. The four columns units which have 

the same patches and radius of via are arranged along the Y-direction to form a cascaded structure. The 

reflection angle is also studied by using plane wave incident on a single unit cell for these shapes and 

compared with conventional square shape, then the effect of via position is studied.  

As mention before, the metal patch areas used in these three shapes are smaller than that used in 

square at same periodicity. So, dual band-gap structures are provided by occupying the space area between 

these patch cells and printing another patch with different dimension as shown in figure 2. The transmission 

coefficient response for this structure is shown in figure 3. The two structures are fabricated and their 

photos are shown in figure 4. 

III. Microstrip Antenna Performance 

The MPA is applied at the surface of the structure instead of the transmission line with dimension Wp and 

Lp equal to 12mm and 11mm, respectively. The substrate dimension Wg xLg = 30x30mm
2
 with height 

2.5mm and Wf =2.1mm as shown in figure 5. The antenna resonates without embedded EBG at 3.8GHz. 

The three new shapes are embedded in the MPA substrate as well as the conventional square shape, then 

the antennas performances are simulated and the results are given in table 3. 
 

Table 3: The antenna performance with different embedded EBG shapes.  

 

It was found that for an EBG patch antenna operating at the fundamental mode, the embedded EBG patch 

size is significantly smaller than the size of the radiator patch without EBG. This property is useful for 

antenna miniaturization.  The antenna reflection coefficient is shown in figure 6, without and with 

embedded EBG. From this figure it is noted that the compound shape reduces the antenna size by 25% at 

height =1.25mm and by increasing the via height to 2.45mm, the resonance frequency reaches 1.1GHz 

which indicates 70% size reduction from the original size. In addition to increasing the antenna gain by 

4.5dBi than that of the conventional MPA.  

Types  

 

Antenna parameters 

Patch 

without 

EBG 

Patch with 

embedded 

square 

Patch with 

embedded plus 

Patch with 

embedded cross 

Patch with 

embedded 

compound 

Frequency (GHz) 3.8 3.4 3 2.9 2.65 

Gain (dBi) 2.5 3.5 4.75 5.5 7 

Fractional bandwidth  5% 2.9% 3% 3.1% 3.5% 

Fig. 2: The geometry of two different shapes together 
Fig. 3: The transmission response for the structure shown in fig. 2 
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Fig. 4: The fabricated structures (a) transmission line, (b) wide band gap structure and (c) dual band gap structure 
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Compound EBG as a ground plane is used to increase antenna bandwidth and improve antenna reflection 

coefficient. The EBG ground plane was built on RTD6010 substrate with dielectric constant 10.2 and 

thickness 2.5mm, then the radiator of microstrip patch antenna was built on foam substrate with dielectric 

constant 1.7 and height=2.5mm. The prototype geometry is shown in figure 5. The comparison between 

reflection coefficient for the antenna with and without EBG is shown in figure 6. Figure 6 shows that the 

bandwidth is increased by about four times than the original bandwidth with 18 % reduction in antenna 

size. It gives better reflection coefficient by -10dB than using conventional ground. 

IV. Conclusion 
This paper presented three new shapes of unit cell patches used as EBG structure. These shapes give 

performance better than conventional square EBG. The effect of via height and position were studied and 

new equations that describe the relation between bandgap resonance and bandwidth with height and 

position of via were derived.  Multi-band and broad-band were achieved by using two ways, first by 

cascaded two columns with different via positions and second by occupying the space area between unit 

cells with another type of EBG structures.  The compound shape is used as embedded EBG and integrated 

with microstrip patch antenna. It was found that for an EBG patch antenna operated at the fundamental 

mode, the patch size is significantly smaller than the size of a conventional microstrip patch. This property 

is useful for antenna miniaturization. For the MPA with the EEBG substrate, and operating inside its 

bandgap, antenna area is reduced by 70% compared to original size and increasing the antenna gain by 

4.5dBi. Detailed parametric studies were conducted for patch antennas with an embedded EBG substrate. 

Then the compound EBG shape was integrated as a ground plane of microstrip patch antenna. The patch 

antenna was designed to work within its bandgap. Bandwidth is increased by about four times than the 

original bandwidth with 18 % reduction in antenna size. It gives better reflection coefficient by -10dB than 

that using conventional ground. 
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Abstract- In this paper, a dual-band duplexer based on metamaterial inspired resonators is presented. To 
this end, a complex system, composed of several microwave components based on 
metamaterial-inspired resonators, such as complementary split ring resonators (CSRRs) and spiral 
resonators (SRs) has been designed in order to implement this dual-band communication system. CSRRs 
are used in order to implement hybrid couplers, while SRs are used to implement two identical 
dual-band band-stop filters. Simulation results show the functionality of this system and the clear size 
reduction compared to the standard approach. 

 
1. INTRODUCTION 
Complementary split ring resonators (CSRRs) have been used for the design of compact filters [1-8] and 
diplexers [9] since they are electrically small resonant particles. For instance, combined with series gaps in 
microstrip technology, CSRRs can be applied to the synthesis of artificial lines exhibiting backward (or left 
handed) wave propagation at low frequencies and forward (or right handed) wave propagation at high 
frequencies [10], and these composite right/left handed (CRLH) lines have been demonstrated to be useful for 
the design of dual-band microwave components with arbitrary (within certain margins) operating frequencies. 
On this basis, CSRR-based CRLH lines have been recently applied to the synthesis of dual-band power splitters 
[11] and hybrid couplers [12] by the authors. In these implementations, the required characteristic impedance 
and electrical length of the different transmission line sections of the structures at the two system frequencies are 
achieved thanks to the controllability of the line impedance and the dispersion diagram of these CSRR-based 
lines. 
In the present paper, the main aim is to demonstrate that a complex dual-band system consisting on a 
combination of several microwave components implemented by means of CSRR- or SR-based lines, can be 
achieved. Specifically, we will consider the design of a dual-band microwave diplexer for operation at the 
mobile GSM bands (0.9GHz and 1.8GHz).  
 

 
2. DUPLEXER ANALYSIS AND DESIGN   
The main idea on the design of a communications duplexer is to implement a system able to transmit and receive 
under some arbitrarily fixed frequencies. In this case, the chosen frequencies correspond to the GSM bands 0.9 
GHz and 1.8 GHz. Both, emission and reception frequencies, named uplink and downlink, are fixed for each 
GSM band and defined into a closed and narrow frequency band separated by a small interval. The 
implementation of this system has been typically solved in literature for the mono-band case [13] by means of 
two conventional branch line hybrid couplers and a band-reject filter. While the hybrids were used to ensure 
transmission in the limited frequency bands, the filter is needed to ensure rejection at the receiving frequencies. 
The typical scheme for this standard approximation is depicted in Fig.1.a. As it can be seen from Fig.1.a, on 
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hybrid A, port (1) represents the TX port while ports (2,3) are connected to identical band-stop filters connected 
to hybrid B. Port (4) is matched to a 50 Ω load. The filter has to be properly tuned in order to allow all the 
frequencies into the GSM bands pass to the antenna (port 3 on hybrid B) except those belonging to the RX band 
that will be received by the antenna (port 3 on hybrid B) and rejected afterwards by the filters to be redirected to 
the RX port (port 2 on hybrid B).  
 

 
 

Fig.1 Duplexer scheme for the mono-band case (a) and dual-band case (b) 
 
 The proposed dual-band system design consists on a similar approximation to the problem, but in this case 
extended to two different GSM bands. To that end, a system integrated by two dual-band hybrids and two 
dual-band band-reject filters cascaded between the hybrids has been designed. The scheme for this 
approximation is depicted in Fig.1.b. For the hybrid design, the same approximation used by Bonache et al. has 
been implemented [12]. On this metamaterial approach, conventional lines implemented on the conventional 
configuration [13] have been substituted by composite right-left handed CRLH microstrip 50 Ω and 35 Ω lines 
loaded with complementary split ring resonators (CSRR). The width and the length of the lines are imposed in 
order to ensure the proper impedance and phase requirements respectively, as well as the CSRRs dimensions 
needed to ensure transmission at the required frequencies. Hybrid dimensions are equal to those presented in 
[12]. This approach constitutes the key point in the present design due to the use of these CRLH lines. The 
designed hybrid shows a composite response, that is, two transmission bands can be obtained, a LH (first one) 
and a RH (second one), giving rise to dual band operation. Moreover, this constitutes important size reduction 
due to the short electrical length of the left handed lines compared to the conventional lines. Thus, it takes 
advantage of the special characteristics of metamaterials in terms of electrical length allowing the designer to 
obtain much smaller dimensions than for the conventional mono-band case. The frequency response is depicted 
in Fig. 2 together with the layout. As it can be seen, these hybrids show good performance in both frequency 
bands. Nevertheless, the obtained frequency response is narrow, specifically for the first band but not 
representing this narrow band response a significant restriction parameter, due to the important proximity 
between TX and RX sub-bands for each GSM band.  
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Fig.2 Layout of the hybrid (a), S parameters (b) and phase response (c). The considered substrate is the Rogers 
RO3010 with thickness h=635µm and dielectric constant εr=10.2. Dimensions are rCSRR1=7.4mm (35Ω lines), 
rCSRR2=7.9mm (50Ω lines), cCSRR1= cCSRR2=0.5mm (width of the rings), dCSRR1= dCSRR2=0.5mm (distance between 
rings), W50=0.46mm (width of the 50Ω lines) and W35=1.0mm (width of the 35Ω lines). Extracted from [12]       
 
Due to this known proximity between TX and RX regions, and the narrow characteristics of each band imposed 
by the hybrids, band-reject filters are needed to be very frequency selective in order to ensure proper reception. 
To this end, spiral resonators (SRs) coupled to the host microstrip lines have been chosen due to its characteristic 
narrow band response. In order to obtain dual band operation, two different size resonators are implemented, 
each one tuned at the RX frequency for its correspondent band. Due to the transmission response characteristics 
of the SRs, only one resonator is enough to achieve the needed rejection level to ensure proper reflection from 
antenna to RX port. Fig.3.(a,b) show the transmission response for the final implemented filters on each band. 
The layout for the filters is depicted on Fig.3.c 

                                 

Fig.3. Simulated response for the 0.9 GHz band (a). Simulated response for the 1.8 GHz band (b). Layout of the 
filters (c), dimensions are: length Lf =21.44mm, rf1=6mm, rf2=3mm, ring width (for the 0.9 GHz band) c=0.5mm, 
ring loops separations (for the 0.9 GHz band) d=1.1mm, ring width (for the 1.8 GHz band) c=0.5mm, ring loops 
separations (for the 1.8 GHz band) d=1.1mm. The separation between the line and the rings is 0.15mm.  
 

c 
d 

Lf 

rf1 

rf2 
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3. RESULTS 
The final layout proposed for the dual-band duplexer is depicted in figure 4. As it can be seen, filters are placed 
in between both hybrids A and B on a symmetric configuration. Also, they have been allocated in the outside 
region of the microstrip lines in order to avoid possible coupling and undesirable interactions between lines. The 
final dimensions of the system are proved to be much smaller than those resulting with the conventional 
approach [13] for the mono-band case. Total length of the fabricated system is depicted in Fig.4. Simulation 
results inferred from electromagnetic simulations (Agilent Momentum) are depicted in figure 5 and show good 
performance for the system with a good TX and RX levels for both bands. Also isolation has been successfully 
achieved (15 dB on 0.9 GHz band, 25 dB on 1.8 GHz band).  
 

 
 

Fig.4 Layout of the hybrid (a). 
 
 

Fig.5. Simulated dual-band duplexer response for the 0.9 GHz band (a). Simulated dual-band duplexer response 
for the 1.8 GHz band (b).  
 
 

Ldup =124mm 
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Abstract- In this paper, we have presented the interesting properties of the metamaterials. Metamaterials 

are a new class of ordered composites that exhibit electromagnetic properties that are not readily 

observed in nature. There is currently considerable interest in the development of metamaterials, with 

particular emphasis on double-negative (DNG) materials, i.e., artificial materials with simultaneously 

negative permittivity and permeability. DNG materials are referred to by several names, including 

left-handed materials (LHM) , and negative index of refraction (NIR) materials. In this paper, we 

propose an interesting idea which is how to make use of a LHM presenting simultaneously negative 

values for the permittivity and the permeability. Moreover, we describe a technique that shows the 

influence of left handed metamaterials on waveguide characteristics.  

 

 

1. INTRODUCTION 

etamaterials are artificial materials synthesized by embedding specific inclusions, for 

example, periodic structures, in host media. Some of these materials show the property of 

either negative permittivity or permeability [1,2]. If both happen at the same time, then the 

composite exhibits an effective negative index of refraction and is referred to as left-handed 

metamaterials.  

The electric and magnetic properties of materials are determined by two important material 

parameters, dielectric permittivity, ε and magnetic permeability, μ. Together the permeability 

and the permittivity, determine the response of the material to the electromagnetic radiation. 

Generally, ε and μ are both positive in ordinary materials. While ε could be negative in some 

materials (for instance, ε possesses negative values below the plasma frequency of metals), 

no natural materials with negative μ are known. However, for certain structures, which are 

called left-handed materials (LHM), both the effective permittivity, εeff and permeability, μeff 

possesses negative values [3]. In such materials the index of refraction, n, is less than zero, and 

therefore, phase and group velocity of an electromagnetic wave can propagate in opposite 

directions such as the direction of propagation is reversed with respect to the direction of 

energy flow. 

This paper encompasses an introduction to the metamaterial which includes the definition of 

the metamaterial, the early theory to the negative index of refraction, the structure that shows 

the left-handed properties and the applications for the Left Handed Materials (LHM) in the 

waveguides. The rest of the paper is organized as follows. In section 2, we introduce the left 

handed material, the Split Ring Resonator « SRR ». The waveguides design is presented in 

section 3. Conclusion is drawn in section 4.  

 

  M 
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2. STUDY OF METAMATERIALS  

The idea of metamaterial or negative index of refraction was first proposed theoretically in 

1968 by V.G.Veselago. This metamaterial exhibits a negative permittivity and permeability 

which is also known as left –handed material (LHM). The negative permittivity is easily obtained 

by an array of metallic wires and was theorized in 1996 [1,2]. JB Pendry also theorized the 

structure of negative permeability which was established in 1999 with split ring resonator (SRR) 

structure. The transmission – reflection problem is translated by the inversion method,[1,2] 

which consists in calculating the effective permittivity εeff and the effective permeability µeff 

from the coefficients of transmission and reflection. These two coefficients are obtained from 

simulations under the software HFSS: 

𝑡−1 =  cos 𝑛𝑘𝑑 −
𝑖

2
 𝑧 +

1

𝑧
 sin(𝑛𝑘𝑑) 𝑒𝑖𝑘𝑑      (1) 

Where 𝑘 =
𝜔

𝑐
  is the wavenumber of the incident wave, the length d and n is the refraction 

index. The reflection coefficient is also related to n and z by: 

𝑟

𝑡′
= −

𝑖

2
 𝑧 −

1

𝑧
 sin 𝑛𝑘𝑑           (2) 

Eqs. (1) and (2) can be inverted to find n and z as functions of t and r. The permittivity ε and the 

permeability µ can be easily obtained from the following relations:  

𝜀 =
𝑛

𝑧
          𝜇 = 𝑛𝑧          (3) 

                  𝑤ℎ𝑒𝑛 ∶  𝑐𝑜𝑠 𝑛𝑘𝑑 =
1

2𝑡
 1 − 𝑟2 + 𝑡2  And: 𝑧 = ± 

 1+𝑟2 −𝑡2

 1−𝑟2 −𝑡2
 

      

Fig 1. Square SRR design     Fig 2. Reflection and transmission coefficient  Fig 3. Real and imaginary values of permeability 

The various dimensions of the squared SRR for a functioning in band X [8,2 GHz; 12,4 GHz] are 

given onto the figure 1. Figure 1 shows the square for double-ring SRR, dielectric used is the 

Rogers R04003 with ε=3.38 and tanδ = 0.0027. Reflection (S11) and transmission (S21) 

coefficients are given in figure 2, the SRR presents a resonance frequency fres= 9.4 GHz with the 

transmission in term around -43.7dB. The variations of the real and imaginary parts of the 

effective permeability are given in figure 3. We can note that the real part of the permeability 

at the resonance frequency, fres = 8.72 GHz, is negative and takes values varying from 0 to -7.2. 

 

S11 S21 
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3. STUDY OF WAVEGUIDES 

In this paper we focus on waveguides for electromagnetic wave propagation at microwave 

and radio wave frequencies. A closed guide established can propagate the electromagnetic 

energy only above of a certain frequency cutoff, fc [3]. 

Generally, a waveguide is used to propagate energy on a single mode, and under this 

condition, it can be described as an environment with a complex constant (𝛾 = 𝛼 + 𝑗𝛽) 

distribution and a wave impedance Z. The latter varies with the frequency. In a wave guide 

without losses, the relative permittivity εr, the driven wavelength λg, the cutoff free space λc, 

are given by this relation: 

𝛾 =  𝑘𝑐
2 − 𝑘2           (4) 

     

In this paper, a rectangular waveguide study of width a and height b operating on the mode 

TE10 (figure 4). The frequency cutoff is:  

𝑓𝑐 =
𝑐

2𝜋
  

𝑚𝜋

𝑎
 

2
+  

𝑛𝜋

𝑏
 

2
          (5) 

This section is devoted to studying the SRR influence on the guided propagation of 

electromagnetic waves in the X-band [8.2 GHz, 12.4 GHz]. For this, we use rectangular 

waveguides. In X-band, the cross section of the guide is 22, 86 × 10, 16 mm2. The cutoff 

frequency of the guide for the TE10 fundamental mode is 6.56 GHz. 

In this section, four configurations are considered [4]. These configurations are determined in 

relation to possible directions of a SRR inside waveguide. Two of the four configurations involve 

placing the SRR,[5,6] so that the magnetic field H may penetrate through the rings forming the 

SRR. And among these two configurations, there is one where the electric field E respects the 

SRR symmetry. 

Case1: The field H is parallel to the axis of the rings. Both openings of the SRR are parallel to 

the short side of the waveguide and therefore the field E does not respect the symmetry of the 

resonator. 

Case 2: The field H is parallel to the axis of the rings. Both openings of the SRR are parallel to 

the long side of the waveguide and therefore the field E respects the symmetry of the 

resonator. 

Case3: The field H is perpendicular to the axis of the rings. Both openings of the SRR are 

parallel to the short side of the waveguide and therefore the field E does not respect the 

symmetry of resonator. 

Case4: The field H is perpendicular to the axis of the rings. Both openings of the SRR are 

parallel to the long side of the waveguide and therefore the field E respects the symmetry of 

resonator. 

The resonant frequency of the SRR in case 1 is 9.59 GHz and the corresponding attenuation is 

-19.25 dB. In case 2, the resonance occurs at 9.6 GHz and the attenuation is -9.47 dB. The 

resonance of the case 3 occurs at 9.64 GHz and the attenuation is -15 dB. In case 4, the SRR 

has no effect on the transmission of waves in the waveguide. Simulation results presented in 

Figure 5, show a phenomenon of filtering cutoff band as has been demonstrated by P. N. 
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Katsarakis [5] and Mr. Kafesaki [6]. The authors of [5,6] had placed the RAF in a rectangular 

waveguide operating in the band [0.75 GHz, 1.12 GHz]. For case 3 and 4, the magnetic field is 

perpendicular to the axis of the rings and thus does not penetrate through the SRR. Therefore, 

it does not contribute to the induced currents in the SRR. Thus, we can say that the induced 

currents are only due to the Electrical field. 

 

        Fig 4. The four SRR configurations into the waveguide       Fig 5 Transmission of the four SRR wave guide configurations 

 

4. CONCLUSIONS 

In this paper, the first part is reserved to examine a left hand metamaterial. We have 

presented the properties of these structures and the main physical effects behind these 

periodic structures. In the design of the metamaterial, simulation results shows that the 

structure, the parameters and dimensions of each component play an important role in 

determining the LHM properties and the frequency in which the negative index lies. The 

second part is especially devoted to the study of the left handed metamaterials application in 

the rectangular waveguide environment.  
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Abstract— A fully automated tool for designing CRLH structures using a co-design synthesis
computational approach is proposed and demonstrated experimentally. The co-design approach
uses a computation tool and an electromagnetic simulation tool to synthesize, simulate and
optimize a balanced CRLH transmission line. The sensitivity of long balanced transmission line
is shown and controlled by the use of a 3D simulator during the process. A 12 UC CRLH
transmission line is finally designed with this approach.

1. INTRODUCTION

The planar microstrip composite right/left-handed (CRLH)transmission lines (TLs), introduced by
Caloz et. al. in 2002, has led to many novel microwave circuit components and antennas, such
as enhanced broadband coupled-line couplers, multiband devices, zeroth-order resonators, and full-
space scanning leaky-wave antenna and reflectors [1, 2]. However, up to now, the design of the
CRLH TLs is still based on a tedious manual synthesis approach requiring multiple iterations
between fullwave analysis and circuit curve fitting. This design approach can be used when the
number of unit cells (UC) of the structure is small but it becomes inappropriate for CRLH TLs with
a large number of UCs or integrated active devices such as varactor diodes used in fixed-frequency
beamforming or electronic-scanning leaky-wave antennas [3, 4, 5].

In [6], the authors proposed an improved model for the interdigital CRLH UC and a quasi-
automated synthesis approach for the design of CRLH TLs. This approach provides an interactive
tool to assist designers in quickly obtaining an initial layout of the CRLH UC. In [7], the authors
proposed an automated co-design synthesis computational approach for balanced CRLH TLs. The
approach does not require the designers’ interaction during its automated layout initialization,
simulation and optimization. The optimization steps are made with a Genetic Algorithm coupled
with a 2.5D ElectroMagnetic (EM) software, Ansoft Designer. The approach has been demonstrated
successfully for the design of balanced structures having a number of UCs less than 10.

In this work, we show that a long balanced TL with a large number of UCs are more sensitive
than a short TL. For this reason, we propose a second optimization step using a 3D EM simulation
software to increase the accuracy of our approach when the number of UCs of CRLH TLs is larger
than 10. The advantages of this approach compared to the previous one are illustrated through
the realization of a 12 UC balanced CRLH TL.

The paper is organized as follows. Sec. II outlines the CRLH TL theory and the conventional
design approach. In Sec. III, the fully automated design approach is presented along with an
example of the design of a 12 UC balanced CRLH TL.

2. CRLH BALANCED STRUCTURES AND CONVENTIONAL DESIGN APPROACH

CRLH TLs are artificial, engineered periodic structures realized by repeating a UC of size p along
the axis of propagation. Figure 1(a) shows the layout of a planar microstrip CRLH UC structure
implemented with series of interdigital capacitors and shunt stub inductors. The equivalent cir-
cuit model of the symetric CRLH UC is shown in Fig. 1(b), where the interdigital capacitor and
stub inductor are represented by left-handed elements CL and LL, respectively. The right-handed
capacitor CR and inductor LR are inherent parasitic elements of the microstrip TL.

Figure 1(c) shows the dispersion diagram of the balanced CRLH structure. Balanced CRLH
structures are often preferred in practical circuit design because they have equal characteristic
impedances Z0 = ZR = ZL and do not have a stop band around the transition frequency ω0. As a
result, balanced CRLH structures can be relatively well matched over their operating bandwidth.
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Figure 1: CRLH TL structure. (a) Layout of an interdigital/stub simmetric unit cell. (b) Equivalent circuit
model of a symmetric unit cell. (c) Dispersion diagram of a balanced CRLH UC plotted with the following
circuit parameters: CL = 7 pF, LL = 2 nH, CR = 7 pF, LR = 2 nH.

However, the equivalent circuit model shown in Fig. 1(b) does not account for the most important
and fundamental aspect of this periodic structure which is the mutual coupling between UC elements
of a finite size CRLH structure consisting of N UCs. (In practice, the response of a CRLH structure,
which was balanced according to circuit design, is often unbalanced.) Because of this mutual
coupling, the conventional CRLH manual design approach involves many iterations between circuit
and full-wave (FW) simulations before an optimum layout can be obtained; it is often tedious and
time consuming.

This manual approach, describe in details in [7], has numerous disadvantages. Firstly, hu-
man/machine cost is high as the designers are required to be present at all of the above design
steps. This time increases exponentially as the number of UCs increases. Secondly, optimization
procedure of a finite size CRLH TL is often performed using curve fitting between design specifica-
tions and FW. Finally, the manual approach is empirical, with the final results greatly dependent
on designers’ experience. The proposed fully-automated approach, which uses a co-design synthesis
computation procedure, greatly simplifies the manual design and is presented in the next section.

3. AUTOMATED CO-DESIGN TECHNIQUE USING GENETIC ALGORITHM

OPTIMIZATION

3.1. General Overview

The proposed approach is composed of three fully automated steps as shown in Fig. 2. These three
steps reduce the total time by working at different design levels: circuit, 2D and 3D simulation.
Each level becomes more accurate, however requires longer computational time. For this reason, the
optimization steps using 3D simulation cannot be performed directly from the design specifications.
The first and second steps are to find a layout as close to the final design as possible. First, the design
specifications (ω0, BW , Z0), substrate characteristics (ǫr, loss tangent, thickness) and fabrication
limits (minimum linewidth, spacing, overetching factor, ground via hole size) are specified by the
designer before the process begins. Then, the co-design procedure is undertaken with the three
steps describe below.

Specifications: f , BW, Z , N
00

Substrate Informations

Computational software 

      1.Initialization: 

Fixed Point Algorithm

2.Genetic Algorithm 

   Optimization using 

   2.5D EM Software 

          Full Wave 

         Simulation

Final Layout

FW simulator 

3.Genetic Algorithm 

   Optimization using 

   3D EM Software 

          Full Wave 

         Simulation

FW simulator 

Physical 

Param.

Simulation Results:

S parameters, 

Radiation patternPhysical 

Param.

Simulation 

Results:

S param., 

Radiation 

pattern

Initial Layout Optimized Layout

Fabrication limits

Figure 2: General overview of the procedure for the automated co-design synthesis computational approach.
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3.2. Step1: Layout initialization of the single UC

The first step, shown in Fig. 2, produces an initial layout from the design specifications. The
interdigital capacitors and short-stub inductor UC model proposed in [6] are solved numerically to
find the best fit layout parameters that satisfy the design specifications. It should be noted that
no FW simulation is performed and no mutual coupling between UCs is considered at this step.

To demonstrate this approach, we designed a 12 UC TL with the following specifications: tran-
sition frequency: f0 = 2.45 GHz, lower cut-off frequency: fc = 1 GHz, characteristic impedance:
Z0 = 50Ω, number of UC: N = 12 and minimum line width: wmin = 0.5 mm. The substrate is
a Rogers Duroid RT5880 with a dielectric permittivity, ǫr = 2.20 and a thickness, h = 1.52 mm.
The layout parameters of a UC are summarized in Tab. 1. The scattering parameters of the struc-
ture are shown in Fig. 4. It can be noticed that the TL seems to be balanced as the return loss
(S11 < −10dB) at f0. However, the angle of radiation is equal to −36◦ so the transition frequency
is not equal to 2.45 GHz as specified. To obtain the final layout, the second design step is performed
to optimize the TL using a GA coupled with a 2.5D simulator.

3.3. Step2: Optimization using GA and 2.5D EM software

A computational program written using Matlab with a built-in GA tool box performs the optimiza-
tion and FW simulation as follows. First, each layout parameter of a UC is coded and organized
in a set of values that represents a solution. This set is called a chromosome. Next, the program
initializes the FW simulation software (Ansoft Designer in this case) and sends the chromosome as
layout variables to the FW simulator. After the simulation finishes, the results (S-parameters and
radiation patterns) are stored and compared with the original design specifications using cost func-
tions. If the values of the cost functions are larger than a specific threshold level, the optimization
process continues by selecting another set of chromosomes and send them back to FW simulator.
Otherwise, the optimization stops.

Initial Layout

2.and 3. Genetic Algorithm Optimization 

          Full Wave 

         Simulation

OK?

No

Yes

Simulation Results:

S parameters, 

Radiation pattern
Physical Parameters

FW simulator 

    Cost Function 

      Evaluation

- S11 minimization

- angle of radiation 

   equal to 0° at f

Chromosome 

   Selection

0

Optimized 

   Layout

Figure 3: Block diagram of step 2 and 3 of Fig. 2. A genetic algorithm optimization is performed by coupling
the computational software with the 2.5D and 3D EM simulation.

In the above GA optimization process, the choice of appropriate cost-functions is very important
as it greatly affects the efficiency of the method. In the proposed co-design, two cost functions are
used in the GA optimization. The first one uses the transition frequency f0 as the optimization
criteria. As this frequency also corresponds to the broadside radiation of the CRLH structure,
we use this property to accurately compute f0. The second cost function uses the characteristic
impedance and the balanced condition at f0. As an unbalanced CRLH structure will have a strong
mismatch (high S11) at f0, the second function computes the value of S11 at f0. Doing that, we
necessarily obtain a balanced CRLH TL and a good matching over the bandwidth.

As shown in Fig. 4, the CRLH TL of the previous example is clearly balanced in simulation. The
S11 coefficient is less than -10 dB at f0. This frequency corresponds to the transition frequency
because the angle of radiation is equal to 0◦. However, measurement of a fabricated prototype
showed a strong mismatch around 2.45 GHz compare to simulation. This effect is not due to
a poor meshing because a convergence study was made before the simulations. Figure 4 also
shows the simulation of the same parameters performed with CST Microwave Studio. There is a
large discrepancy with Ansoft Designer results but a good agreement with the measurement. This
problem shows the high sensitivity of the balanced design and the limit of the Method of Moments
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for the design of long balanced CRLH TL. This point explains the necessity of a third simulation
stage using a 3D EM software to take into account the finite size of the substrate and the mutual
coupling effects with higher accuracy.
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Figure 4: Results of a 12 UC CRLH TL after each step of the design process for f0 = 2.45 GHz, Z0 = 50Ω
and a Rogers Duroid RT5880 substrate. (a) Return loss S11 (b) Insertion loss S21.

3.4. Step3: Optimization using 3D EM software

This last stage is similar to the second step except that the EM simulator is now a 3D software, here
CST Microwave Studio. After this last optimization, the final layout is obtained. The parameters
are summarized in Tab. 1 and the S-parameters are shown in Fig. 4. It can be seen that the CRLH
TL is now balanced at f0, the angle of radiation is equal to 0◦ at this frequency, and the results
meet the specifications. We noticed that the layout parameters obtained at each stage are very
closed to each other, however the behavior of each structure is quite different. It demonstrates the
sensitivity of the balanced structure and the importance of the proposed approach compare to the
conventional one.

The complete co-design process finishes in 4 days where step 1 takes one minute, step 2 takes
10 hours, and step 3 takes 3.5 days.
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Table 1: Layout parameters of the CRLH TL obtained with the automatic approach.

Layout Step 1 Step 2 Step 3

wf 0.20 mm 0.19 mm 0.18 mm
gf 0.20 mm 0.25 mm 0.28 mm
lf 9.13 mm 10.73 mm 10.0852 mm
wst 0.50 mm 0.58 mm 0.52 mm
lst 4.46 mm 4.64 mm 4.68 mm
N 10 10 10

Id Cap. Input/Output

wf 0.20 mm 0.19 mm 0.22 mm
gf 0.20 mm 0.23 mm 0.27 mm
lf 9.13 mm 9.17 mm 8.6 mm
N 12 12 12

4. CONCLUSION

An automated design for CRLH structures using co-design synthesis computational approach has
been proposed and demonstrated experimentally with a 12 UC CRLH TL. In comparison with the
manual approach and the approach presented in [7], the proposed co-design is accurate, has low
human/machine cost and fast convergence for a large number of UC. In this work, we showed the
sensitivity of long balanced CRLH TL and introduced an additional design step to include a 3D
EM optimization which allows the design of long CRLH TL structures with high accuracy.
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Abstract- This paper presents a miniaturization concept for cavity resonators. The idea is to create a λ/4 

long cavity resonator by using a combination of Perfect Electric Conductor (PEC) and Perfect Magnetic 

Conductor (PMC) boundary conditions. Reducing by half the length and width of a metallic cavity 

resonator and placing PMC boundary conditions on two adjacent side walls allows the resonance of a 

λ/4 mode inside the hybrid cavity resonator, at the same frequency as the λ/2 long metallic one. The 

practical implementation of the PMC boundary condition is realized by using High Impedance Surfaces 

(HIS). The design of the surfaces is realized at the element level and is implemented on standard 

microwave substrate. Measurements demonstrate a cavity resonator operating at 4 GHz with half the 

length and width of a standard metallic cavity resonator, meanwhile its volume is divided by four.  

1. INTRODUCTION 

Satellite payload transportation cost is around 10.000$/Kg for placement on a geosynchronous transfer orbit [1]. 

Since the late ‘60s, the number and applications of satellite communication systems is growing exponentially [2]. 

The satellite systems extend from traditional fixed telecommunication to mobile, navigation and remote-sensing 

applications [3]. Microwave components, and in particular waveguide filters, are key elements present in the 

payload of those satellites [4]. In this context, every reduction of the volume and weight of the satellite payload 

is very much welcomed. Theoretical developments proposed metamaterials to reduce the size of cavity 

resonators [5] and waveguides [6]. Another approach demonstrated TEM propagation in a waveguide composed 

by Artificial Magnetic Conductors (AMC) [7]. Similar to AMC are High Impedance Surfaces (HIS), 

electromagnetic structures showing a high impedance and in-phase reflection [8]. HIS are used to reduce 

antennas profiles [9], improve the radiation pattern by suppressing the surface waves [8] and for beam steering 

[10]. In this paper, we propose to use HIS to reduce by four the volume of cavity resonators. Equivalently 

keeping all dimensions constant, the cavity with HIS sidewalls resonates at half the frequency of a full metallic 

one. We measured the resonance of a fabricated hybrid HIS-metallic cavity resonator to be 4 GHz while 

measured without the HIS to be 8 GHz. 

2. COMPACT CAVITY RESONATORS DESIGN 

A full metallic cavity resonator is characterized by a field distribution related to the modes of resonance and 

geometry of the resonator. The boundary conditions at all ends are assimilated to PEC and impose a zero of the 

electric field. Considering a rectangular metallic cavity of dimensions d, a, and b, along the x, y, and z-axes, see 

Figure 1 a), filled with a material of permittivity εr and permeability µ r, the resonant frequency is given by [11] : 
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Instead of using PEC boundary conditions spaced by half a waveguide length, a combination of PEC and PMC 
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boundary conditions spaced by a quarter waveguide length are used to maintain the same field distribution e.g. 

maxima and minima (Figure 1b). In this case the resonant frequency is given by: 
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Comparison of equations (1) and (2) shows that the cavity with two PMC sidewalls resonates at half the 

frequency of a cavity having the same dimensions and all PEC sidewalls. Equivalently, since the TE101 field 

distribution corresponds to a quarter-wavelength instead of a half-wavelength, the volume of the hybrid 

PEC-PMC design is a quarter of the volume of a standard PEC rectangular design, for a specified resonant 

frequency, see Figure 1 b). 

 

Figure 1: First resonant mode TE101 at 4GHz in a full PEC cavity and hybrid PEC-PMC cavity,                                

with respective dimensions a x d x b = 53 x 53 x 25mm and 26.5 x 26.5 x 25mm  

3. HIGH IMPEDANCE SURFACE DESIGN 

High Impedance Surfaces (HIS) are known to show, around the design frequency, a PMC behavior. While the 

metallic sheet imposes a phase reversal (180°) for reflected plane waves, HIS imposes no (0°) phase shift while 

reflecting plane waves. This surface is realized by gathering together metallic patches, see Figure 2. The patches 

are lying on the microwave substrate and are enclosed by the metallic walls of the cavity. As the surface 

impedance is determined by the ratio of in plane electric field to magnetic field, at resonance, the in plane 

electric field is maximum and the in plane magnetic field vanishes, characteristic for AMC surfaces. The 

behavior of each element is described using lumped parameter circuit model shown in the inset of Figure 2. The 

value of each capacitor is given by the fringing field capacitance between neighboring metal plates, derived 

using conformal mapping [8]. The inductance is strongly dependent of the substrate thickness, forming a 

solenoid of current defined on one side by the metallic patch and on the other side by the walls of the cavity in 

which the PCB is included. The magnetic energy stored in the inductor is directly proportional to the volume of 

the solenoid wherein the magnetic field engulfs, generating surface currents flowing around. Values for the 

capacitance and inductance of a single patch element are presented in [8], with ε1 and ε2 the permittivity of 

dielectric and air, µ the permeability and t substrate’s thickness: 

C =
W (ε1 +ε2)

π
cosh−1 slot

2W + slot

 

 
 

 

 
                  and                  L = µt              (3) 
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Figure 2: Each element of the HIS surface is composed by a metallic patch lying on the microwave substrate, 

enclosed by the metallic walls of the cavity. The element is presented in the configuration used to assess its own 

frequency of resonance, wherein a plane wave directly excites them. Inset of the lumped LC model. 

Expressions (3) are adapted to the characteristic geometry presented in Figure 2, where the HIS element is 

composed by the cavity’s walls, the substrate and a metallic patch. The patch is spaced by a slot from the top and 

bottom of the cavity’s walls. A lumped circuit is derived (see inset Figure 2) wherein 2 series inductors and 2 

series capacitors are identified as equivalent to equation (3). The frequency of resonance of the full element is 

given by the following equation: 

                                     

2
22

1

C
L

f res

π

=                                     (4) 

Further FEM simulations were performed using the configurations presented at the Figure 2. The element is 

enclosed in PEC boundary conditions at the rear, the top and bottom. On both lateral sides PMC boundary 

conditions are placed at half the slot length, in order to render the periodicity of the HIS. The element is excited 

by a plane wave with vertical Ez field and horizontal Hx field. The resonant frequency is obtained from HFSS 

simulations as the frequency where the phase of reflection coefficient vanishes, in Figure 3. A good agreement is 

observed in Figure 3 between the resonant frequencies calculated for the configuration proposed in Figure 2 

using respectively, the lumped element approach of formulas (3-4) (solid black lines) and the full wave 

simulations with HFSS (dotted red lines).  

4. EXPERIMENTAL SETUP AND MEASUREMENTS 

A prototype, shown Figure 4, is realized with standard PCB technology (RO4010 substrate from Rogers Co.) 

with a dielectric permittivity εr=10.2, thickness t=0.635mm, tan delta=0.0035 and copper thickness 17µm. It 

consists of a rectangular metallic patch (W=4.85mm, L=9.8mm) spaced by a slot of 0.1mm from the top and 

bottom of the cavity walls, as in Figure 2. Figure 5 shows the reflection coefficient measured for two 

configurations: the empty cavity of Figure 4a), and the same cavity filled with two adjacent HIS walls disposed 

as in Figure 4b). The influence of the HIS inclusion on the measured frequency of resonance validates the 

theoretical developments of Section 2: the cavity with two HIS sidewalls (red solid line) resonates in the TE101 

mode at half the frequency, i.e. 4 GHz, of a cavity of same dimensions and having all metallic walls, i.e. 8 GHz 
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(black dotted lines). E field maps are shown respectively at 4 GHz and 8 GHz, as insets in the Figure 5. The best 

intrinsic quality factor, Q0, measured at 4 GHz in a hybrid cavity with 2 HIS walls, is Q0=205 meanwhile it is 

Q0=710 at 8 GHz for the cavity with all walls metallic. The reduction of Q0 is due to the implementation of the 

PMC boundary condition by the HIS made of resonant elements, which used at resonance generate additional 

dielectric and ohmic losses.   

 

Figure 3: (a) Phase of reflection coefficient S11 simulated using HFSS software for the cell described in       

Figure 2. The phase is computed versus frequency for various thicknesses t of the substrate, varying from         

0.5 to 2mm. (b) Continuous black curve use equations (3-4) and dotted red curve are extracted from (a). 

 

Figure 4: a) Metallic cavity resonator showing a resonance at 8 GHz and b) hybrid metallic-HIS cavity 

resonator demonstrating a frequency of resonance of 4 GHz, for the same dimensions. 

5. CONCLUSIONS 

This paper demonstrated a miniaturization concept for cavity resonators using PMC boundary conditions placed 

at half the length and width of a λ/2 long metallic cavity resonator. The practical implementation of the PMC 

boundary condition is realized using High Impedance Surfaces (HIS) designed using either a lumped element 

approach or full-wave simulations. Measurements validate the theoretical predictions i.e. the resonant frequency 

of a rectangular cavity is shifted from 8 GHz to 4 GHz when two of its sidewalls are covered with the HIS 

designed for 4 GHz. This demonstrates equivalently that a cavity resonator with HIS operating at 4 GHz has half 

the length and width of a standard metallic cavity resonator and its volume is divided by four. 
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Figure 5: Measured reflection coefficient of rectangular waveguide cavities: with two sidewalls covered by     

HIS (red) and empty (black dotted line). Inset of the E field maps respectively at 4 GHz and 8 GHz. 
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Abstract— The extraction of the capacitive profile along a planar metamaterial sensor is pre-
sented. Using broadband techniques, the input impedance in the LH and RH bands can be
measured. The capacitance values along the line can be evaluated by applying an extraction
method based on the classical network synthesis with a combination between the Cauer canon-
ical forms I and II to obtain the values of the lumped elements in the equivalent circuit. Two
prototype sensors have been developed and tested to prove the concept. The areas of application
of these types of sensors are transportation of materials in industrial processes where the posi-
tion of the Material Under Test (MUT) is of interest and can be derived from the changes in the
capacitances with a one unit cell resolution.

1. INTRODUCTION

In several industrial processes where transportation of MUT must be performed, the accurate
determination of the position and velocity of each object is necessary for an adequate process mon-
itoring and control [1]. A new sensor concept for this purpose has been developed using a Composite
Right/Left-Handed (CRLH) metamaterial transmission line [2]. The physical implementation of
the line is done in a way that the left-handed capacitances of the unit cells are strongly affected
by the ambient. By tracking one or several line resonances, the averaged capacitance change of
all unit cells can be measured and the mean permittivity of the MUT on a belt system can be
extracted, furthermore by applying dedicated signal processing the mean velocity of the material
can be calculated as well. With these type of sensors it is also possible to measure the input
impedance in the transmission bands of the CRLH-line resonator and extract its poles and zeros.
The location of the altered capacitance can be derived by different techniques, for example, time
domain reflectometry where the amount of reflected and transmitted energy is measured. With this
information the time the pulse needs to cross one cell can be calculated and therefore the position
of the altered capacitance [3]. Another method is based on the resonant perturbation theory where
with the frequency shifts of the poles and zeros related to the unloaded resonator the capacity
profile along the line can be derived. In this paper a different approach will be presented based
on classical network synthesis techniques, particularly a combination between the Cauer canonical
forms I and II, where a continued fraction expansion is performed to extract all the elements from
the CRLH-line. An overview is shown on Fig. 1. The theory behind the principle of operation of
the prototype is presented in section 2. The sensor design is discussed in section 3 and finally the
obtained results are described in section 4.

Figure 1: Overview of the extraction process. a) Sensor draft. b) Impedance plot. c) Extracted equivalent
circuit for one unit cell.
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2. THEORETICAL CONSIDERATIONS

2.1. Metamaterial-Transmission Line Theory

For the accurate determination of the position of a MUT in the vicinity of a sensor, some key design
objectives should be considered. The sensing element must be as close as possible to the MUT and
the sensitivity must be sufficient. Additionally the frequency must be low but without sacrificing
accuracy in pursuance of a cost reduction and to facilitate the needed technology. With this in
mind the best suited structure is a Metamaterial transmission line based sensor, where some of the
advantages are having the sensing element in the serial branch, operating at a lower frequency and
higher sensitivity than a right hand oriented element with the same physical size. Unfortunately,
for real applications the development of a pure left-handed line is not possible due to the parasitic
effects within the line and the real structure can be approximated to a CRLH-line which will bring
additional challenges in the extraction algorithms. The unit cell configurations of a RH-line, a
LH-line and a CRLH-line are presented in Fig. 2.

Figure 2: Unit cell configurations. a) RH-line, b) LH-line, c) CRLH-line [2].

2.2. Network Synthesis

In order to calculate the position of an object in the vicinity of a transmission line, different ap-
proaches can be used based on broadband techniques where every impedance variation along the
line will result in a partial reflection of the signal, this is represented by a change in the CLH denoted
on Fig. 1c as a capacitance Cx in parallel with CLH . The first method that was applied to this
planar structures was time domain reflectometry [3] and the location of the altered capacitances
was determined but not with a one unit cell resolution. As a result a more robust method had to
be implemented based on network synthesis.

Figure 3: Mixed Cauer canonical form extraction
for the capacitances of a CRLH-Line.

Figure 4: Mixed Cauer canonical form extraction
for the inductances of a CRLH-Line.

The principle of position detection using network synthesis can be derived from different methods
to construct the equivalent circuit of a structure, from literature the Foster and the Cauer canonical
forms are well known [4]. When an ideal LH-line is considered as shown on Fig. 2b, the equivalent
circuit can be extracted with the Cauer canonical form II where the impedance transfer function is
assumed to have the degree of the numerator N(s) lower than that of the denominator D(s) and
must differ by unity. Otherwise, we must consider the admittance Y (s) = 1/Z(s) instead of Z(s).
The coefficients of both polynomials must be arranged in ascending power of s and a continued
fraction expansion is then performed:

Z(s) =
Vin

Iin
=

N(s)
D(s)

=
a0 + a2s

2 + a4s
4 + ... + aks

k

b1s + b3s3 + b5s5 + ... + bk+1sk+1
=

1
C1s

+
1

1
L2s + 1

1
C3s

+ 1
1

L4s
+ 1

...

(1)

435



3

From (2) the values of each inductor and capacitor of the equivalent circuit can be calculated and
it is clear that on each step of the continued fraction expansion a pole at the origin is removed. With
this method only the calculations for the ideal LH-line can be performed with very high accuracy
as shown on Fig. 3 and Fig. 4. Here is presented a comparison between the original values and
the extracted values for a structure with two identical unit cells. For the real case where parasitic
effects are considered, due to a more complicated structure such as the CRLH-line, a combination
between the Cauer canonical form I and II has to be implemented. The Cauer canonical form I has
a very similar behavior as the Cauer canonical form II, the differences lie on the following aspects:
the equivalent circuit is a RH-line as shown on Fig. 2a, the coefficients of both polynomials must
be arranged in descending power of s, the degree of the numerator N(s) must be higher than that
of the denominator D(s) and finally on each step of the continued fraction expansion a pole at
infinity is removed as presented on the following equation:

Z(s) =
N(s)
D(s)

=
aks

k + ak−2s
k−2 + ... + a3s

3 + a1s

bk−1sk−1 + bk−3sk−3 + ... + b2s2 + b0
= L1s +

1
C2s + 1

L3s+
1

C4s+ 1
...

(2)

When the two Cauer canonical methods are used in an alternating fashion, it is possible to
extract a CRLH equivalent circuit as shown on Fig. 2c. The starting transfer function must be
arranged in descending power of s because the first element to be extracted is LRH , this means a
Cauer canonical form I is performed and a pole at infinity is removed. Then the polynomials must
be flipped and inverted to extract the CLH with the Cauer canonical form II and remove a pole
at origin. The third step is to flip again the polynomials and perform a Cauer canonical form I to
extract CRH . The last step consists on flipping and inverting one last time the polynomials and
a Cauer canonical form II is performed for the extraction of LLH . This procedure completes the
extraction of one CRLH unit cell and can be repeated for several unit cells as necessary accordingly
to the size of the actual structure. The expanded impedance transfer function will look as follow:

Z(s) = LRHs +
1

CLHs
+

1
CRHs + 1

LLHs

+ ... (3)

In summary the principle of operation can be explained when considering the sensor element
with no MUT in the vicinity, then from the measurement of the reflection coefficient the impedance
of the line at a certain frequency can be extracted. From this impedance information the poles and
the zeros are found and the transfer function of Z is then constructed. By using a combination
between the Cauer canonical form I and II, an equivalent circuit from a CRLH-line can be found
with all capacitance and inductance values. After obtaining these reference values, the measurement
with MUT in the vicinity of the sensor can be done and the same procedure is performed. For the
detection of the position of each object, it is only necessary to compare these values with the ones
obtained in the reference measurements. It is important to emphasize that with this approach a
one cell resolution can be achieved and then the performance is limited only by the signal to noise
ratio.

3. SENSOR DESIGN

The implementation of the left-handed transmission line sensor into a physical layout was carried
out with the help of the software package CST Microwave Studio. The major design objectives
were the LH-line impedance of 50Ω at a frequency of 10 GHz and maximum spatial resolution for
detection of small capacitance changes in a single unit cell. In Fig. 5 and Fig. 6 are presented
the model and the results from the static simulations in CST Microwave Studio. The structure is
a planar sensor with one unit cell and a variable CLH represented by a change in the size of the
gap between the two patches. The structure is inserted in an air box along with a perturber that
can adjust its distance to the structure itself and its permittivity value. With these simulations,
it could be determined that the maximum distance from the perturber to the sensor, in order to
comply with the design objectives, depends mainly on the permittivity of the MUT and the distance
between the patches of the sensor that will determine the maximum possible penetration of the
field into the MUT and hence the resolution. This is important for the applications where the
MUT is not on direct contact with the sensor but located at a defined distance from the sensitive
area or when the MUT is immersed in other substances that have a considerable thickness.
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Figure 5: CST model for static simulations.
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Figure 6: Maximum resolution of the sensor.

For the design of the actual structure the software CST Microwave Studio was again selected
for its advantages in modeling planar structures. To prove the concept, two different prototypes
where constructed as shown in Fig. 7. They were built on Rogers RT/Duroid 5880 with dielectric
constant of εr = 2.2, and a thickness of h = 1.57 mm. The prototype shown on the upper side
consists of 2 unit cells and the prototype shown on the bottom has 4 unit cells. The structure is
a microstrip design with the ground plane on the bottom side and the inductors are realized by
SMD elements going through the center of the patches down to the ground plane. The first patch
is soldered to a 3.5 mm SMA connector which is used to connect the sensor element to a Network
Analyzer for measurements.

Figure 7: Prototypes of the capacitive sensor.

A TRL calibration kit had to be included in the design process in order to keep the equivalent
circuit as an authentic CRLH-line structure and simplify the extraction process. In Fig. 8 the
comparison between CST simulations and measurements are shown for the sensor prototype of two
unit cells and a good agreement is achieved. In Fig. 9 the imaginary part of the input impedance
is depicted where the poles and the zeroes can be clearly identified, as well as the left and right
handed bands.

Figure 8: Comparison between simulated and
measured results for the prototype sensor.

Figure 9: Imaginary part of the impedance.

4. MEASUREMENT RESULTS

In Fig. 10 is presented, for the prototype of two unit cells, a comparison between the unloaded
prototype sensor and two different capacitance profiles. The first profile consists of a single per-
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turber with permittivity εr = 2.2 located in the first unit cell and the second profile includes two
perturbers with εr = 2.2 located on the first and second unit cell respectively. The relative change
of Cx is plotted versus the number of lumped elements in the equivalent circuit. The results for the
prototype of four unit cells are presented in Fig. 11. Again the unloaded sensor is compared against
two capacitance profiles where perturbers with εr = 2.2 and εr = 10.8 are located on different unit
cells.
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Figure 10: Measurement results from the proto-
type sensor of two unit cells.
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Figure 11: Measurement results from the proto-
type sensor of four unit cells.

From the measurement results is clear that the capacitive profile based on the relative change of
the capacitances can be detected. The extraction is done with a one unit cell resolution even when
the changes are small. The technique used is based on the classical network synthesis approach
presented in section 2, which is appropriate for a CRLH-line equivalent circuit. Although the
accuracy of the extraction is adequate, it is affected by the signal to noise ratio which makes the
detection of the poles and zeroes more difficult and hence the development of the exact impedance
transfer function. This is the reason for the existence of negative values of up to −0.5% visible on the
measurement results graphs, although they all must be above zero accordingly to the theory. Also
additional post-processing of the data is necessary to obtain the absolute values of the capacitance
profiles. This issue will be considered in future work.

5. CONCLUSION

A new metamaterial planar sensor is presented for the extraction of the capacitive profile using the
mixed Cauer canonical form extraction algorithm from classical network synthesis. The theoretical
background for this circuit element and for the extraction process is briefly discussed, advantages of
the structure in terms of performance and applicability for the specific problem are highlighted and
the derivation of its physical layout is explained. Measurements with a prototype sensor have been
performed to proof the concept. The network synthesis based on a mixed Cauer canonical form
extraction method permits a single cell resolution with adequate accuracy but is very sensitive
to any error in the detection of the zeros and the poles and therefore the construction of the
impedance transfer function. In further work a more robust technique will be developed by mixing
the presented method with the perturbation theory approach.
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Abstract- Patch antennas are low profile, lightweight and most suitable for aerospace and mobile 
applications. In recent years Fabry-Perot cavities and meta-surfaces have been used as superstrates to 
improve the radiation performance of planar antennas [1], such as directivity, mutual coupling on array 
configuration and bandwidth. These structures usually work for a single polarization and frequency band 
while an increasing number of applications require multi-frequency operation. In this paper a 
Fabry-Perot cavity that works with dual polarized and dual frequency patch antennas (rectangular patch 
excited orthogonally) is proposed in order to design high directivity dual-frequency RHCP-LHCP 
Arrays. 

 
1. INTRODUCTION 

As shown in the figure below, a Fabry-Perot cavity is mainly formed by a radiant element between a complete 
reflecting screen (PEC), and a partially reflecting surface (PRS). In this paper a patch antenna covered with a 
PRS is used. As it was shown in [3], depending on the reflection coefficient of the PRS Г=ρ·e jψ and the distance 
between the PEC and the PRS, d, the directivity of the antenna can be improved in an arbitrary direction α, by a 
factor of S given by (1). 

 
Figure 1. Patch inside a cavity (left) and operation principle (right) 
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The maximum directivity improvement is given when all the refracted rays (green rays in the figure above) are 
radiated in phase into the space. If this is taken into account, for a half wavelength cavity (d=λ/2), in the 
broadside direction (α=0), the maximum directivity is obtainedwhen the reflection coefficient of the PRS is close 
to the short-circuit condition as we can see in Figure 2. 
According to these results the PRS should be designed to present a reflection coefficient Г close to minus one, in 
order to obtain the maximum directivity enhancement. 

 

Figure 2. Directivity enhancement (dB) vs PRS reflection coefficient 
 

2. CAVITY FOR LINEARLY POLARIZED ANTENNA 
The first cavity studied is the one proposed in [4]. In that paper, a cover for patch antennas formed by a dielectric 
slab and open rings is proposed as a negative permeability meta-surface. When the open rings are conveniently 
excited the propagation is inhibited in the sideward radiation due to a negative μ effect, while the propagation in 
the forward direction is enhanced. In this way, this meta-surface improves the directivity (and the gain) of the 
planar antenna, but only at one frequency and one linear polarization. The sketch of the PRS is shown in Figure 
3. This PRS works for the Y-axis polarization and does not affect the X-axis polarization. 

 

Figure 3. Unit cell of the PRS (left) and sketch of the PRS formed by 5x5 unit cells 
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As it will be shown, this directivity improvement can also be explained from the Fabry-Perot caviy principle 
point of view. The reflection coefficient Г of the PRS can be easily obtained from an EM simulator with very 
low computational cost. For instance, the reflection coefficient of a PRS with IL=5.6mm, c=0.3mm and a gap 
between rings of 1mm, is shown in Figure 4. In this case, the maximum directivity is obtained from (1) at a 
frequency of 8.35GHz, where Г=0.86170º · and is close to the short-circuit. 

 
Figure 4. Simulated reflection coefficient of the PRS 

A parametric study has been undertaken in order to validate this quasi-analytical model with the full 
electromagnetic simulations (PRS and patch antenna simulated together). In this study we have analyzed the 
variation of the frequency of maximum directivity improvement with the variation of the basic parameters of the 
PRS (IL, gap, εr, and substrate thickness).The results of the parametric study are shown in Figure 5. As it can be 
observed there is a good agreement between the quasi-analytical model and the full EM simulations for all the 
cases. It can also be concluded that the basic parameters of this PRS (IL, gap, εr, h) are not very critical and that 
the critical parameter is the separation between the PRS and the patch antenna. 

 

 
Figure 5. Comparison between the full EM simulation parametric study and the analytical model parametric 

study 
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As it can be seen in the figure below, when the PRS is placed conveniently (according to Figure 3 for Y-axis 
polarization), the open rings behave as a set of wires radiating in phase. In this way, the radiation from the 
primary source (the patch antenna) spreads over a greater surface, or what is the same, the effective aperture of 
the antenna increases which results in a directivity enhancement. On the other hand, for the orthogonal 
polarization (X-axis polarization according to Figure 3) the open rings behave as a set of wires radiating in 
opposite phase. Then the radiation pattern of the primary source is not dramatically modified by the PRS. 

 
Figure 6. Radiation principle of the cavity (patch antenna with the PRS) 

A prototype of this cavity has been manufactured and a gain improvement of 5dB has been measured between 
the conventional patch, and the patch antenna with the PRS. 

3. CAVITIES FOR DUAL-POLARIZED DUAL-FREQUENCY ANTENNAS 
A dual-polarized-dual-frequency PRS has to provide a gain improvement for both horizontal and vertical 
polarization in different frequency bands. In this section we propose two PRS with these characteristics, based 
on the PRS studied in the previous section. 
PRS with concentric rings: The first PRS consists of a 5x5 concentric open-rings (see Figure 7). The larger ones 
work at the lower frequency (7.5GHz) and is X-polarized, while the smaller ones work at the higher frequency 
(8.15GHz) and is Y-polarized. With this configuration a gain improvement up to 7dB in both frequency bands 
can be achieved as it is shown in Figure 7. 

 

 

 
Figure 7. PRS based on concentric rings (left), Simulated radiation pattern, lower frequency (top-right), higher 

frequency (bottom-right) 
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PRS with alternated rings: The second PRS proposed is shown in Figure 8. In this case, there are large and 
small open-rings, being both alternated. This configuration is easier to manufacture (there are not any gap 
between the rings), and allows the use of closer operation frequencies than in the previous one. Using this kind 
of PRS, gain improvements up to 8.3dB and 6.5dB have been obtained for the lower and higher frequency band 
respectively. 

 

 

 

Figure 8. PRS based on alternated rings (left), Simulated radiation pattern, lower frequency (top-right), higher 
frequency (bottom-right) 

4. 2X2 DUAL-FREQUENCY RHCP-LHCP ARRAY 
In this section we propose a 2x2 sub-array using the sequential-rotation principle in order to obtain LHCP in the 
lower frequency band and RHCP in the higher one. The sequential-rotation principle was first proposed in [5], 
and it describes how to obtain circularly polarized arrays from linearly polarized radiant elements by applying 
geometrical rotations and feeding phase shifts to the elements, as it is shown in the figure below. In this way, 
LHCP polarization is obtained in the lower frequency band (Ports 5, 6, 7 and 8), while RHCP is obtained in the 
higher frequency band (Ports 1, 2, 3 and 4). A rectangular patch orthogonally excited has been chosen as a 
radiant element. It has also been shown [6] that this technique also improves the axial ratio bandwidth and the 
purity of the circularly polarization. 

  
Figure 9. 2x2 RCHP-LHCP sequentially rotated array (left), and the sequentially rotated PRS used (right) 
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We have chosen the PRS with alternated rings for the 2x2 sub-array design, because it generally provides greater 
gain improvements and it is easier to manufacture. This sequentially rotated PRS still provides a gain 
improvement up to 6dB with respect to a 2x2 sub-array with sequential rotation without PRS in both frequency 
bands in spite of the fact that the physical area of the antenna is not dramatically increased. In this way, the 
number of elements needed to achieve a fixed gain can be reduced by a factor of four by using the proposed PRS. 
The radiation patterns of both, the 2x2 array with PRS, and without PRS, are shown in Figure 10. 

  
Figure 10. Radiation pattern of the dual-frequency 2x2 sequentially rotated RHCP-LHCP sub-array. Lower 

frequency band (left) and higher frequency band (right). 
5. CONCLUSIONS 

In this paper we have studied a partially reflecting surface (PRS) for linearly polarized antennas using a 
quasi-analytical model. The agreement between the model and the full EM simulation is great. Furthermore, the 
proposed structure with two PRS for dual-polarized and dual-frequency antennas provide a gain improvements 
up to 7dB. After that, we have designed a 2x2 dual-frequency RHCP-LHCP sub-array using the sequentially 
rotation technique.  It has been seen that the PRS in array configuration performs in a similar way that with a  
single radiating element configuration. In such a way, gain improvements up to 6dB have been obtained in both 
frequency bands. Thus the number of elements (and the antenna size) needed to achieve a fixed gain can be 
reduced by a factor of four by using these kind of PRSs. 
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Abstract— We consider the effect of disorder in one transverse dimension, termed anisotropic
disorder, on the optical properties of a metamaterial consisting of cut-wire-pair meta-atoms. The
work comprises experimental and numerical studies. The appropriate samples were fabricated and
their optical properties quantified in the far-field. For comparison large scale rigorous numerical
simulations were performed. We observe excellent agreement between experiment and theory.
Based on our results we reveal how the electric dipole interactions between adjacent meta-atoms
affect the overall spectral response of the metamaterial. Our main observation is a polarization-
sensitive degradation of the symmetric resonance for anisotropic disorder.

1. INTRODUCTION

Artificial electromagnetic metamaterials (MMs) are obtained by assembling sub-wavelength unit
cells. These unit cells may be called meta-atoms. Metamaterials represent a mesoscopic material
that permits the control of light propagation beyond that in natural media [1]. To ease their fabrica-
tion as well as their design, these unit cells are usually arranged on a periodic lattice. Nonetheless,
this periodicity often causes undesired propagation characteristics since the MM merely acts as
a metallo-dielectric photonic crystal where the respective Bloch mode dispersion relation attains
a complex, non-spherical shape. Hence, it is quite a challenge to implement MMs with isotropic
or specific anisotropic properties, which are frequently required for a large number of potential
MM applications. Lifting the periodicity condition and implementing amorphous meta-atom ar-
rangements [2, 3] is usually regarded as a promising path to achieve isotropic properties. Recent
studies to understand the effect of positional disorder on the optical functionality considered single
and double split-ring resonators in various spectral domains [4, 5, 6]. However, the emphasis was
exclusivley on MM systems where only electric dipoles could be excited under normal incidence
illumination. It is imperative to extend those studies towards more complex meta-atoms that
support higher order multipoles in order to develop a comprehensive understanding of disordered
MMs. Most notably, a respective experimental approach will constitute a quantitative benchmark
for multipole electrodynamics applied to MMs [7].

Here we examine metallic double cut-wire pairs (DCWPs), which are promising potential optical
negative index MMs [8, 9]. Their spectral response is governed by two plasmonic eigenmodes. They
are termed ’symmetric’ and ’anti-symmetric’, referring to the relative phases of the current that
oscillates in both wires upon excitation. The anti-symmetric mode is significant in that it acts
as a ’magnetic resonance’. Recently, we reported on the robustness of this mode against isotropic
positional disorder [10]. Simultaneously, the symmetric eigenmode suffers from degradation and
resonance broadening. To probe for further details of the lack of periodicity, we analyze here
how disorder in one transverse direction influences the optical properties of the samples. The
motivation for our approach is twofold. Firstly, the nearest-neighbor interactions of adjacent meta-
atoms can be discriminated with respect to their electromagnetic eigenmodes and to polarization of
the incident field . Secondly, anisotropic disorder constitutes an elegant way to break the symmetry
in an arrangement of otherwise geometrically isotropic unit cells. Thus it provides a new degree of
freedom for the design of biaxial anisotropic MMs as demanded for imaging applications [11].

2. ISOTROPIC VS. ANISOTROPIC DISORDER

Each fabricated DCWP consists of two 30 nm thick gold layers separated by 45 nm of magnesia.
The layers have a square cross section of 180 x 180 nm2 (see inset in Fig. 1a). Figure 1a shows
a referential DCWP sample with a periodicity of p=512 nm in both lateral directions. Further
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Figure 1: Normal view SEM micrographs of the fabricated MMs associated with different types of positional
disorder. a) Periodic cut-wire-pair MM (inset: schematic of a unit cell). 2D (isotropic) disorder with b)
D = 0.3 and c) D = 3.0; 1D (anisotropic) disorder with d) D = 0.3 and e) D = 3.0.

fabrication details are described elsewhere [10]. We introduce positional disorder to each individual
DCWP by adding a random, uniformly distributed displacement ∆ ∈ [−D · p/2, D · p/2]. D is
a dimensionless parameter that quantizes the average magnitude of disorder. While D = 0.0
corresponds to the periodic case, an increase towards D = 1.0 reflects the transition to a partially
disordered arrangement of the DCWPs. For values of D (much) larger than unity the short-range as
well as the long-range correlations in the spatial positions of the meta-atoms disappear. Although
many samples with various values of D were fabricated, we restrict our discussion to the cases of
D = 0.3 and D = 3.0 as they contain already sufficient information. By means of supplementary
experiments and simulations we verified that for D > 3.0 the conclusions to be drawn are not
affected, since the statistical displacement of a DCWP from its regular grid position outnumbers
the average size of the meta-atom. The ensembles are then indistinguishable. The only restriction
we enforced was a minimum distance between adjacent DCWPs in order to suppress near-field
coupling in excess. The disorder in such deterministic samples can be either introduced for both
transverse dimensions simultaneously or for a single transverse dimension only. In the first case,
2D (isotropic) disorder can be carried on towards full amorphisation (Fig. 1b and 1c) whereas in
the latter case 1D (anisotropic) disorder emerges (Fig. 1d and 1e). Using e-beam lithography as
the tool to define the nanopatterns, we are able to precisely control both the dimensionionality and
the magnitude of disorder. Consequently, their individual influence on the optical response of the
respective MMs can be explored.

3. NEAR-FIELD OPTICAL RESPONSE

To get insight into the underlying physics of heterogeneous nanooptical devices, current numerical
techniques offer an equivalent alternative to optical near-field measurements [12]. The local elec-
tromagnetic fields of such non-periodic arrangements of strongly scattering entities can be obtained
by large scale simulations. Here we used the finite-difference time-domain (FDTD) method [13]
to treat 7µm x 7µm supercells containing 196 metaatoms in various arrangements. Details of the
numerical technique are outlined in [14].

Selected results of the simulations are shown in Fig. 2. At first, we focus on the field of the
anti-symmetric plasmonic eigenmode at longer wavelengths (λ=1094 nm). The scattered field of
this eigenmode is dominated by an electric quadrupole and a magnetic dipole [15]. Intriguingly, the
in-plane components of the electric fields vanish for both multipolar contributions in the plane of
the DCWPs. Hence, the driving field of each DCWP is exclusively the external illumination. The
interaction among neighboring DCWPs is negligible and independent of their actual arrangement.
Exemplarily, Fig. 2a shows the case of full isotropic disorder for the anti-symmetric resonance. Note
that the field amplitudes are nearly equal for each DCWP independent of its individual position
and proximity to its next neighbors. Basically, the anti-symmetric eigenmode is virtually unaffected
by disorder regardless of its magnitude or degree of isotropy.

The behavior gets more complex for the symmetric resonance at shorter wavelengths (λ=797 nm).446
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Figure 2: Optical near-fields obtained by supercell FDTD simulations. The figures show the modulus of the
electric field 10 nm above the DCWPs for plane wave illumination at normal incidence. a) Isotropic disorder
with D = 3.0 at the anti-symmetric resonance (λ = 1094 nm). b) Isotropic disorder with D = 3.0 at the
symmetric resonance (λ = 797 nm). Anisotropic disorder with D = 3.0 at the symmetric resonance with c)
electric field polarized parallel and d) orthogonal to the direction of disorder, respectively.

Here, the positional disorder will perceptibly affect the field distributions since the scattered field
corresponds to that of an electric dipole which has a strong in-plane field component. We start our
investigation with isotropic disorder (Fig. 2b). Because of the C4 symmetry of both the DCWPs
and the average disorder vector we anticipate a polarization-independent response. The local elec-
tric field driving each DCWP is a superposition of the external illumination and the field scattered
from all the other DCWPs. The amplitude and phase of this contribution vary strongly from
element to element because of the disordered arrangement. This results in a modification of the
driving field for each DCWP. Hence the amplitudes of the electric fields decrease with increasing
disorder. Furthermore, Fig. 2b shows that the field strength at individual DCWPs varies strongly
depending on their very proximity.

The decreasing of the phase correlations between the excited DCWPs can further be analyzed by
enforcing anisotropic disorder. In this way the degradation of the dipole-based resonance becomes
polarization-dependent. A perceptible difference is anticipated, since the angular distribution of the
scattered field for the dipole is also strongly anisotropic. Figures 2c and 2d reveal the two situations
where the electric field is polarized either parallel or perpendicular to the disorder vector.

If the electric field is polarized parallel to the disorder vector, the oscillator strength in the
excited DCWPs is in general lower and, most notably, homogenous when compared to the periodic
arrangement, but may locally even exceed this value. Particularly, if two DCWPs are brought
in close proximity along the chains, the arrangement resembles a coupled-antenna configuration
where the feed gap between the two antennas sustains an extraordinarily strong field enhancement
at resonance [16]. Such bright spots are clearly visible in Fig. 2c. Note that due to the enforced
separation distance a spatial overlap of two DCWPs is impossible. However, performing a spatial
averaging these extrema are negligible and a rather constant field emerges. This capacitive coupling
regime is generally suppressed since a minimum distance among neighboring DCWPs was enforced.
Moreover, the coherent interaction among disordered DCWPS for a disorder vector parallel to the
polarization in the sense described above is strongly suppressed, since the electric dipole will not
scatter light into the direction of its orientation. For this reason it is expected that in the limit
of very small DCWPs, this anisotropic disorder is ineffective at first glance. However, this is
necessarily an approximation.

If the electric field is perpendicularly polarized to the disorder vector, the picture appears differ-
ently. Since the scattered field of the electric dipole is strongest perpendicular to its orientation, the
scattered field that adds to the external illumination depends sensitively on disorder. It becomes
obvious from Fig. 2d, that the interaction between the DCWPs is stronger since the amplitude of
the field above each DCWP is strongly fluctuating.

Based on these considerations we expect the strongest effect on the optical properties of the
sample, when compared to the periodic case, to occur for the sample that exhibits an isotropic
disorder. The influence of an anisotropic disorder perpendicular to the incident polarization will
be slightly weaker. An even further decrease of this influence will be observed for the anisotropic
disorder being parallel to the incident polarization. This hypothesis is verified in the study of the
far-field optical response. 447
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4. FAR-FIELD OPTICAL RESPONSE

The distinct effects of isotropic and anisotropic disorder in a DCWP MM translate directly into
its optical far-field response. To compare experiments to simulations, the complex transmission
and reflection spectra can be extracted from the locally resolved simulated amplitudes by imposing
a spatial Fourier transform. The zeroth order corresponds to the normal transmission/reflection.
These quantities can be experimentally accessed by standard spectroscopy. Here we restrict our
investigations to the spectral region containing the symmetric resonance. The persistence of the
anti-symmetric mode against positional disorder was already shown [10] and depends neither on
the degree of the disorder nor on its isotropic or anisotropic character. Hence we shall focus on the
symmetric resonance. Figures 3a and 3b display its degradation in transmission and reflection, if
isotropic disorder with D = 3.0 is imposed. The main observations are a blue-shift, broadening and
damping of the symmetric resonance [17]. The very good qualitative agreement between theory and
experiment also asserts that the finite size of our FDTD supercell and its individual implementation
of disorder do not influence the general spectral characteristics compared to the fabricated samples.
Remaining discrepancies may be likely attributed to imperfections in the fabrication of the samples.

For anisotropic disorder the excitation of the symmetric resonance depends on the polarization
of the incident field with respect to the disorder vector. Fully in line with the investigations
of the optical near-field, a polarization-sensitive far-field response is revealed. Compared to the
isotropic disorder, a smaller resonance degradation is found that is clearly observable in Fig. 3.
The degradation remains stronger when the polarization of the electric field is orthogonal to the
anisotropic disorder vector. The weakest degradation when compared to the perfect periodic case is
found for a polarization vector that is parallel to the disorder vector. These findings are consistent
with our interpretation of electric dipole-dipole interactions between neighboring DCWPs in the
near-field.

5. CONCLUSIONS

We experimentally and theoretically investigated the effects of isotropic and anisotropic positional
disorder of meta-atoms on the spectral properties of the constituting MMs. Based on far-field
spectroscopic measurements we reveal that the degradation of the symmetric resonance depends
on the dimensionality of disorder. For anisotropic disorder it becomes polarization-sensitive. Sup-
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Figure 3: a) Measured and b) simulated transmission and reflection spectra of periodic and isotropically
disordered MMs showing the degradation of the symmetric resonance. c) Measured, d) simulated trans-
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MMs showing the degradation of the symmetric resonance depending on the orientation of the disorder with
respect to the polarization state of the illumination.
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ported by rigorous large-scale near-field simulations, we may relate our findings to nearest-neighbor
interactions of the excited electric dipoles. Anisotropic disorder provides an alternative means of
symmetry breaking in an arrangement of geometrically isotropic meta-atoms. Our results consti-
tute a solid benchmark for analytical multipole theories for MMs [7], whose exploration will be
subject to future work.
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Abstract- In this work, we demonstrate theoretically and experimentally a left handed behaviour of 
a planar fishnet type metamaterial in the microwave regime. The fabrication process is very easy, 
unique and doesn’t involve optical lithography. The effective parameters were extracted using the S 
parameter retrieval method and show a perfect agreement between simulation and experiment. 
Using finite element method based simulations and W-band (75GHz – 110GHz) experiments, we 
obtained a negative index of refraction of -4 at 85GHz. The left handed materials discussed here 
represent a step towards the easy fabrication of metamaterials with a negative refractive index and 
paves the way for the active manipulation of millimeter wavelengths. 

 

1. INTRODUCTION 
Since the pioneering work of V.G.Veselago [1] in 1968 on the general properties of wave propagation in a 
negative refractive index medium, and the proposed structure of Pendry et al [2], many researchers investigated 
Left Handed Materials (LHM). Smith et al [3] first demonstrated the feasibility of a left handed metamaterial at 
microwave frequencies experimentally. This LHM combines a split ring resonator (SRR) array to achieve 
negative effective permeability and a continued wires array to obtain negative effective permeability. 
Subsequently many kinds of structures with different shapes were studied and built in order to obtain the desired 
effective properties of permittivity, permeability and refractive index. Various planar structures were then 
designed in order to show the LH property in the near infrared and even optical frequency regimes [4-9]. In this 
paper, we study a fishnet type metamaterial [10-13]. The target W–band, establishes an intermediary zone where 
it is fairly easy to check physical concepts, because the dimensions of the elementary cells do not raise real 
technological problems. The fabrication of the structure which requires no optical lithography is both simple and 
inexpensive.  
 

2. DESIGN AND FABRICATION OF THE METAMATERIAL    
The unit cell of the metamaterial is schematically shown in Fig. 1(a). The sample is illuminated by a plane wave 
at normal incidence with the electric field parallel to the x axis (E║x axis) and the magnetic field parallel to the 
y axis (H║y axis). The resulting propagation direction is along the z axis (k║z axis). The structure is 
manufactured using a commercial printed circuit board (PCB) designed for ultra high frequency operation. The 
PCB is composed of a dielectric interlayer substrate characterised by thickness=100µm, εr=2.17, tan(δ)=0.009, 
coated on both side with copper (thickness=35 µm). The structure is fabricated on a CNC drill by drilling holes 
(diameter=1.9 mm) through both the metal layers and the dielectric substrate resulting in an array of perfect 
cylindrical air holes. The unit cell is repeated periodically along the x and y directions with a periodicity of 
ax=ay=2.5 mm. Although this is only slightly smaller than λ, diffraction still cannot occur because the 
electromagnetic waves do not propagate along x and y directions [14]. We believe that this fast, easy and cheap 
fabrication process will open the possibility of mass production for applications. Moreover, for higher frequency 
designs which require smaller, narrower holes or holes of rectangular shape in any material matrix, a laser 
ablation method using a Yb:KGW 1.03 µm femtosecond laser at Alphanov technological center [15] can be 
employed. The ultrafast regime offers an enhanced control in sculpting the desired microstructures as the 
deposition of the laser energy occurs on a much shorter timescale than the heat transport and the electron-
phonon coupling resulting in a very low damage regime and a restricted heat affected zone [16-17]. The 

450



  

measurements were performed in free space using a vector network analyzer and two microwave horn antennas 
in the W-band.  
 

 
Fig. 1. (a) Schematic view of a fishnet unit cell with geometric dimensions ax=ay=2.5 mm, R=0.95 mm, w=0.6 mm, 
t=100 µm. (b) Schematic free space S-parameter measurement setup.  
 
The reflection and transmission measurements are carried out applying an AB MillimetreTM vector network 
analyzer. In the transmission measurements, the plane incident waves are normal to the sample surface and the 
transmitted intensity is normalised with respect to the transmitted signal in free space between the two horn 
antennas. Similarly S11 is measured with a directional coupler in the reflection geometry. The normalisation for 
the reflection is obtained with a sheet of copper as reflecting mirror. 

 
3. SPECTRAL RESPONSE AND EFFECTIVE PARAMETERS   
The spectrum of the structure was simulated using commercial electromagnetic simulations software based on 
the finite element method (HFSS: High Frequency Structure Simulator )[18]. Figures 2(a)-(b) respectively show 
magnitude and phase of the calculated (solid line) and measured (dashed line) S21 and S11 parameters of the 
investigated metamaterial. There is a very good quantitative agreement between simulations and measurements. 
We observe a transmission band between 85 GHz and 90 GHz (highlighted in fig. 2(a)), which corresponds to 
the spectral region exhibiting negative refractive index. The minor shift of the measured spectrum towards lower 
frequencies compared to the simulated one is due to the lack of precision in the fabrication.  
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Fig. 2. Simulated (solid lines) and measured (dashed lines) (a) reflexion and transmission magnitude in dB (b) phase 
in degree for one layer of fishnet metamaterial in the propagation direction.  
 

 
The effective parameters µ, ε, z and n shown in figures 3(a)-(d) were extracted using the method described in 
ref.[19], where µ=µ1+iµ2, ε=ε1+iε2, z=z1+iz2 and n=n1+in2. The retrieved results indicate that our metamaterial 
exhibits a negative refractive index within the frequency range from 80 GHz to 90 GHz with a very high level of 
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-4 stemming from the very low dielectric losses at this frequency. The negative index band includes a single-
negative (ε1<0 and µ1>0) band from 80 GHz to 85 GHz and the double negative (ε1<0 and µ1<0) band from 85 
GHz to 90 GHz. As explained by Depine et al [20], although the real part of permeability µ1 doesn’t reach 
negative values, at the low-frequency side, negative index can be achieved when the condition ε1µ1+ε2 µ2<0 is 
satisfied. The dip in the reflection spectrum in fig. 2(a) around 105 GHz is due to the fact that the sample 
impedance z1=1 at that frequency, and so no reflection is possible.  
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Fig. 3. Measured (dashed lines) and simulated (solid lines) of retrieval parameters. (a) effective permeability, 
(b) effective permittivity,  (c) effective impedance (d) effective refractive index. 
 
 
We can observe minor differences between the simulation and the experiment because, in the simulation the 
structure is modelled as a laterally infinite periodic material along the x and y directions. However, the 
experimental structure has a finite size which may cause diffraction at the edges. Moreover, with other fishnet 
structures designed for different frequencies 35 GHz, 55 GHz, and 94 GHz also fabricated and measured (but 
not presented here), we found an effective index at the same level (i.e. ~-4).  
 
4. CONCLUSION 
 
Easily manufactured, the fishnet-structure-type metamaterial presented in this work exhibits a very high 
negative refractive index value of – 4 at 85GHz. The effective parameters were retrieved from the S parameters 
measured in the W-band and an excellent agreement between simulation and experiment was demonstrated. 
Numerical simulations were performed in order to present the magnitude and phase of the transmission and 
reflection coefficients with the effective material responses. The LH structure exhibits a magnetic resonance 
confirmed by calculations. The demonstrated principle represents a step towards the easy fabrication of a 
metamaterials with negative refractive index, which opens a new path for the active manipulation of millimeter 
wavelengths. 
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Abstract- A simple technique for synthesis of noble metal nanoparticles from corresponding salts on 

semiconductor substrates has been elaborated. The metal nanowires on the ledges of surface microrelief 

of quasigrating type were obtained and modeling of their optical properties was carried out. 

 

1. INTRODUCTION 

Semiconductor nanowires (nanorods) and nanotubes have an unique physical properties (electronic and 

phononic), which arise owing to their 1D geometry, large surface to volume ratio, and charge carriers and 

phonon confinement in two dimensions. Therefore they can be used as nanoelectronic devices (field-effect 

transistors, inverters, p-n junctions, sensors, thermoelectric converters etc.), as optoelectronic devices 

(photodetectors, light-emitting diodes/lasers, solar cells etc.), and as wires for access to these devices. For last 

aim and other nanophotonic applications for generation, waveguides, and detection of light on the nanoscale (i.e. 

with subwavelength dimension) metallic 1D structures are used too. 

These applications are based on the geometry-dependent surface plasmon resonance. 1D periodical array 

of noble metals wires exhibit anomalous optical properties in visible and near-infrared regions due to excitation 

of localized (surface) plasmons (SP) and surface plasmon polaritons (SPP) and their interaction. SPP are guided 

modes between a metal and dielectric medium with the negative and positive real part of the electric permittivity, 

respectively. They compress electromagnetic energy in subwavelength volume beyond the diffraction limit. 

Therefore the metal 1D array on a semiconductor substrate is especially promising for electronic control of 

optical devices. 

 This paper is devoted to self-formation of 1D metal wires on semiconductor substrate, investigation of their 

morphology and statistical parameters, and modeling of the optical properties in visible spectral region. 

Technology of 1D metal (Au) array formation on the semiconductor (GaAs, InP) consists in anisotropic etching 

of the single crystal substrate, and following photoinduced chemical gold deposition from an aqueous gold salt 

solution on it. Morphology and statistical characteristics of 1D structures formed was characterized by atomic 

force microscopy (AFM) and scanning electron microscopy (SEM) with X-ray energy dispersive element 

analysis (EDX). 

Modelling of optical properties of 1D metal nanowires array has been fulfilled by two methods: 1) the 

anisotropic Bruggeman’s effective medium approximation (EMA) [1], and 2) the differential formalism using 

the covariant form of Maxwell’s equations in the curvilinear coordinates [2]. Experimentally optical response of 

array of selforiented metal 1D wires was measured using reflectance spectra.  
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2. TECHNOLOGY AND MORPHOLOGY 

As a substrate for 1D metal array deposition, the single crystals GaAs and InP with (100) orientation were used. 

The template for metal deposition was prepared by wet chemical anisotropic etching GaAs and InP in constantly 

stirred multicomponent selective etchants based on the mixture of HF+H2SO4+H2O2 (2:2:1) and concentrated 

HCl for GaAs and InP, respectively. The mechanism of etching process was studied earlier using kinetic curves 

[3]. It manifests on the (100) InP surfaces long narrow etch grooves parallel to the 〈011〉 direction. The average 

period increases with process duration (t=1−10 min.). 

Using an analyzer Hitachi S-4000, we investigated several GaAs samples with microrelief and flat 

surfaces (for comparison) to determine the effect of anisotropic etching on the stoichiometry of near-surface 

layer. The analyzer is an integral "EDS/X-ray microanalysis system" that enables one to obtain concurrently both 

surface pattern and elemental composition at any point at which an electron beam is focused. Such instrument 

combines a scanning electron microscope (SEM) and system for analysis of x-rays appearing when a sample is 

irradiated with electrons. A depth of electron beam penetration depends on the electron energy and compactness 

of the material studied. In our experiments the penetration depth was about 1 µm. 

The obtained surface patterns are presented in Fig.1. (The flat surface is not shown because its topology had no 

considerable features.) 

 а)  b) 

Fig. 1. SEM patterns of quasi-grating GaAs (a) and InP (b) surfaces. 

 

Investigation of large (several mm
2
) areas of both flat and microrelief surfaces showed that stoichiometry 

(Ga:As = 1:1) remains on average. However, if the area analyzed is reduced down to several 0.1 µm
2
, then the 

ratio Ga:As of atomic contents for microrelief surfaces becomes dependent on the surface region and may be 

both over and below unity. The samples with flat surface demonstrate the same ratio Ga:As = 1:1 on large as 

well as small scale. Thus the microrelief surfaces, having uniform stoichiometry at large areas, become 

nonuniform on microscale. 

An interrelation between the atomic content ratio Ga:As and relief features can be seen well if one plots the 

Ga and As concentrations, as well as relief height, as function of the coordinate х. The structures with 

one-dimensional (1D) or quasi-1D reliefs of quasi-grating-type are more appropriate for such analysis (Fig.2). 

To make quantitative estimation of the surface microrelief effect on the atomic contents of components, we 

calculated the coefficients of correlation between the As and Ga contents and surface microrelief. 

The corresponding values are KAs = 0.603 and KGa = 0.542. Since KAs > KGa, this is quantitative evidence 

that the microrelief surfaces are nonuniform on the microscale, and location of As atoms on relief ridges is more 

probable than that of Ga atoms. The experimental results obtained enable one to conclude that microrelief GaAs 

surfaces demonstrate increase of As (Ga) concentration on the ridges (in the valleys) of the relief. 
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Fig. 2. SEM surface pattern and section lines 

along which the elemental analysis was 

performed (a), surface relief along the section line 

(b) and variation of As and Ga atomic contents 

with x (in µm) along the section (c). 

Such interrelation between contents does not depend 

on the relief type (and hence on the way of chemical 

treatment of surface). The different affinity of elements on 

the tops of relief may be responsible for the selectivity of 

metal nanoparticles deposition. 

Fig. 1b presents the microrelief produced by the 

anisotropic etching of the InP surface. It appears as a 

system of practically parallel edges triangular in 

cross-section. To describe a spontaneously formed 

microrelief of this kind and to characterize its perfection, 

the average value of the structural period can be 

conveniently used. The etching procedure was optimized 

so as to obtain the minimum possible period (< 1 µm) and 

maximum length of edges. The edges lengths thus 

obtained amount to 100 - 200 µm, i.e. they are two orders 

of magnitude large than the interedge period. 

Metal (Au) nanoclusters were grown by the 

photoinduced chemical deposition from aqueous gold salt 

AuCl3 [4, 5]. AFM and SEM measurements show that 

metal nanoclusters are deposited predominantly at the tops 

of the microrelief. Therefore for the quasi-grating type of 

microrelief we have got nanoparticle array in the shape of 

1D system of near-parallel quasiperiodical metal wires. 

It is clear from the comparison of Fig. 1a and b that 

GaAs and InP radically differ in perfection and periodicity 

of the corresponding system of nanowires. The wires on 

GaAs are characterized by a rather wide dispersion of 

geometrical parameters, with the interwire period ranging 

from 1 to 10 µm and the wire length from 5 to 30 µm. 

Contrary to this, the wire ensembles on the quasi-grating microrelief formed on the InP single-crystal 

surface demonstrate a stricter periodicity, with the wire length ranging from tens to hundreds of micrometers and 

practically reaching a macroscopic size. 

 

3. THEORETICAL MODELING 

For simulation of optical properties of the 1D metal wires system on microrelief semiconductor surface we used 

two simplicated models: 1) the effective medium approximation in the Bruggeman’s form (see, for example, [6]), 

then this system is modeled as an anisotropic layer of uniform thickness and composition, with taking into 

account the roughness of the surface layer the metal nanoparticles shape as a prolate spheroid with the surface 

parallel long axe x: a>>b=c, and the electron scattering value in the wire parallel and perpendicular directions 

may be different; 2) according to the differential formalism method [2] the periodic ensembles of 1D absorptive 

wires is represented as continuous flat metal film with some effective thickness using the covariant form of 

Maxwell’s equations in curvilinear coordinate system. 
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 In the first case, for a system of prolate spheroids oriented along the x, or y, or z direction the corresponding 

principal tensor components, iε~ , i= x, y, z can be obtained from the following relation [1]: 
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where εm and εs are the respective permittivities of the metal wires and the effective environment of the spherical 

shape, f is the metal filling factor, Li is the geometrical depolarizing factor, 1=∑i iL , 31=iL  for sphere, and 
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For arbitrary oriented ellipsoids (here – spheroids, this result (1) should be averaged over the orientations [6]. 
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Fig. 3. Calculated near-normal reflectance (on the InP substrate) and transmittance spectra of the s-polarized light in 

anisotropic Bruggeman approximation (d=25nm, f=0.1) simulating an ensemble of prolate gold ellipsoids Lx=0.01 

corresponds to the electric vector of the incident light E || X axis; Ly=Lz=0.495 corresponds to the E || Y axis. The 

same spectrum is presented for an isotropic film simulating an ensemble of spherical particles (Lx=Ly=Lz=1/3).  

 

Fig. 3 demonstrates the calculated near-normal-to-incidence reflectance/transmittance spectra for the light 

polarizations parallel and perpendicular to the longest ellipsoid axe x for the spectral region in which SPP modes 

in metal 1D wires are excited. It is seen from Fig. 3, the anisotropy effect in the reflectance spectrum is very 

small and it is much more pronounced in the transmittance spectrum. Therefore, transferring ordered 1D array of 

metal nanoparticles onto polymer transparent substrate is desirable. 

However the Bruggeman’s EMA does not take into account the topological peculiarities of 1D wires system. 

Therefore we theoretically analyzed the SPP excitation in the periodic ensembles of absorptive nanowires. We 

have performed modeling by a system of the 1D periodic (in the x-direction) nanowires which are infinitely long 

in the y axis direction. We used covariant form of Maxwell’s equations in curvilinear coordinate systems, each of 

which transforms the non-flat interface into flat one with some effective thickness. Then we applicated the 

differential formalism for theoretical estimation of the interaction between interfaces on optical properties of 

non-flat-interfaces multilayer system. For determination of the reflectance/transmittance we use the 

interface-normal Poynting’s vector component S⊥ which is defined in covariant coordinates as follows [5] 

( )1
*
22

*
1Re HEHEnSS −∼⋅≡⊥

rr
, where n is the normal to interface. 
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Earlier [5] the periodic 1D array of metal nanowires has been considered for the case of flat surface of 

substrate. Here for the case of wires localization on the edge tops of microrelief, the system analyzed is 

represented by four layers: air-conducting film with complicated profiles of interfaces-air-substrate. Spectral 

reflectance/transmittance dependencies were calculated for p, s-polarized incident light for the Au nanowires 

periodic ensembles on the GaAs substrate (Fig. 4). The obtained peculiarities correspond to the diffraction orders 

as follows from the momentum conservation law for SPP excitation: KSPP=kx±n⋅2π/lx, where KSPP is the SPP 

wave vector, n is diffraction order, lx is the period. Peak amplitudes change with both the relief height and the 

nanowires diameter increase. Effect is especially large for p-polarized light, when excitation of SPP modes takes place. 
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Fig. 4. Calculated transmittance (a) and reflectance (b) spectra for periodic Au wire (d=200 nm) ensembles on the 

top of GaAs periodical ( lx = 1500 nm) microrelief with different values of depth. 

 

4. CONCLUSIONS 

The optical response of array metal wires on the dissipative (semiconductor) substrate is essentially large under 

conditions of SPP excitation in wires with big diameter in transmittance measurements. Therefore, the 

development of the technology of ordered metal nanoparticle transferring onto transparent substrates is 

important. Due to these reasons the comparison of experimental results with theoretical modeling is in progress. 
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Abstract— In recent work, we demonstrated that the permeability and magnetic loss tangent
of artificial magnetic material inclusion can be represented simply in terms of the circumference
and area of the inclusion. While such representation makes direct use of the inclusions’s circuit
model, the fact that the magnetic properties can be described in terms of the perimeter and
area of the inclusion allows us to design inclusion to achieve specific constraints without the
need for intensive full-wave trial and error simulation procedure. Because of such flexibility,
here, we propose a new set of generic curves described as nth order rose curves as candidates
for AMMs. In fact, the new curves, not only provide significant design flexibility but provide
features not present in traditional topologies, most pronouncedly, wider band over which negative
permeability is achieved with minimized dispersion.

1. INTRODUCTION

Artificial Magnetic Material (AMM) are artificial structures that provide enhanced positive or
negative permeability at radio frequencies [1]. The tremendous interest in such material lies in
it being an enabling technology in several key applications, These growing applications are using
metamaterial slabs as a probe for the near-field sensing [2], as a substrate or a superstrate for
enhancing low-profile antenna performance [3] and as many other applications.

In fact, AMM is a composition of electrically small metallic broken-loop inclusions aligned in
planes that are perpendicular to the direction of incident magnetic field. The incident magnetic
field induces electric current leading to an enhanced magnetic response within and in the close prox-
imity of the inclusion. The magnetic behavior of the inclusions, therefore, can entirely be described
by an RLC circuit-based model. Most circuit model proposed in the literature have addressed the
magnetic properties, though indirectly, in terms of the area and perimeter of the inclusions. Those
approaches were naturally adopted since the area and perimeter directly affect the inductive and
capacitive properties of the inclusions, respectively.

2. BACKGROUND

In an earlier work [4], we showed that the magnetic properties of the AMMs can be expressed simply
in terms of physical and geometrical properties of inclusions. The basic geometrical properties of
the inclusions are the area and perimeter of the closed loop, and the physical properties of the
inclusions consist of the structural and electrical characteristics of the inclusions and the host
medium. According to this work, the real effective permeability and the magnetic loss tangent of
the artificial medium can be expressed respectively as:

μRe(Ω) = 1 + χ0(1 + ξ(Ω))−1 (1)

tan δ(Ω) = − Im(μ(Ω))
Re(μ(Ω))

= χ0

√
ξ(Ω) (1 + χ0 + ξ(Ω)))−1 (2)

where Ω is the normalized resonance frequency with respect to resonant frequency of the inclu-
sions (Ω = ω

ω0
). χ0 is the magnetic susceptibility of a lossless medium and it is given as:

χ0 =
FΩ2

1 − Ω2
(3)

and ξ(Ω) is given by

ξ(Ω) = α2 Ω3

(1 − Ω2)2
(4)
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Figure 1: (a) A stack of Rose curve inclusions, (b) A broad-side coupled inclusion designed by 7th order
Rose curve. (c) An edge-coupled inclusion designed by 7th order Rose curve.

where α = P
F 2 . The geometrical factor F and the physical factor P are expressed as:

F =
s

A
(5)

P = K(sl)
5
4 (6)

where ω0 is a frequency in which the inclusion resonates, and K is a function of structural and
electrical properties of the inclusions and host medium.

Inclusions having various geometrical configurations have been proposed in the literature. Each
proposed structure has its own advantages and disadvantages in terms of resultant permeability,
dispersive characteristics and loss. The main drawback of all proposed designs is that the area
and perimeter of the inclusions vary dependently, leading to mutually-related capacitance and in-
ductance of the inclusions. In other words, to produce a specific response, we need to tune the
capacitance and inductance of the inclusions independently. The capacitance of the inclusions is
tuned by the length of the inclusions’s trace, and the inductance of the inclusions are effectively
tuned by the area occupied by the interior of the inclusions. However, as the area of the inclusion
is set by its perimeter value, the inductance will be determined uncontrollably or vice versa. Con-
sequently, designs are only able to address specific cases, and many other possible designs resulting
from any valid combinations of the area and perimeter of inclusions are left untouched.

3. NTH ORDER ROSE CURVE

In this work, we propose a novel inclusion geometry, henceforth referred to as the nth order Rose
Curve. The primary feature of these curves is that the perimeter and area can be tuned indepen-
dently. Accordingly, the introduced curve minimizes the dependency of the capacitive and inductive
response of the inclusions. The curve is characterized in polar coordinates by the parametrization

Rn(r0, a) : r(θ) = r0 + a cos(nθ) (7)

Figure 2: (a) Rose curve inclusions of order 5,6,7 and 8. The area and perimeters of the inclusions are
identical, and are equal to half of unit cell area and λ0

8
, respectively. (b) Numerical analysis of inclusions

introduced in (a).
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Table 1: Design Data Sheet
Material and Fabrication Constraints Design Specifications
Metal thickness: t = 35μm Slab size: (dx, dy, dz) = (120.0mm, 24.53mm, 120.0mm)
Host medium: Duroid 5880 (εr = 2.2) Unit cell size: (δx, δy, δz) = (20.0mm, 800μm, 20.0mm)
Traces: Copper(σ = 59.6 S

μm ) Operational frequency: fop = 600MHz

Trace width: b = 200μm Bandwidth: BW ≈ 2MHz
Trace gap: g = 800μm Real effective permeability: μop ± δμ = 9.00 ± 5.0%
Inclusions arrangement: Broad-side coupled Magnetic Loss Tangent (MLT): tan δ < 0.050

Table 2: A Set of Candidates for Rose-Curved Inclusions
Order r0(mm) a(mm) MaxDimension(mm)

7 7.97 1.56 19.06
8 7.98 1.36 18.68
9 7.99 1.21 18.40

where r(θ) shows the position of the contour in xz − plane and θ is the polar angle over y axis and
measured from the x axis. The angle θ sweeps the contour and not the slit on the contour; thus, for
a broken inclusion with opening’s width of h we have θ ∈ [h2 , 2π− h

2 ]. r0 and a are constants and n is
an integer representing the order of the curve. Figure (1-a) shows a stack made from single broken
loops of the new inclusion, and the typical topology of the new inclusion in a broadside-coupled
and edge-coupled schemes are shown in Figure (1-b) and (1-c), respectively.

More precisely, the relations (1) and (2) characterize the effective permeability and MLT in terms
of χ0 and ξ for a specific frequency. From (3) and (4), the physical and geometrical factors adjust χ0

and ξ. Finally, the physical and geometrical factors are expressed in terms of the area and perimeter
of the inclusions. Therefore, as the area and perimeter of the Rose curve are independently tuned
by the parameters r0 and a, the Rose curve can be offered as the generic candidate for AMMs.

Figure (2-a) shows Rose curve of different order but the same area and perimeter, and Figure (2-
b) presents the numerical analysis of the magnetic response of AMMs composed with the inclusions
in Figure (2-a). The inclusions occupy 50% of the unit cell area and carry the perimeter equals
to λ0

8 , where λ0 is the resonant wavelength. Although the shapes are different, they provide fairly
identical response. The higher order rose curves brings about more coupling and shrinks the largest
dimension of the inclusions to fit in the unit cell.

Moreover, a methodology can be defined to tune r0 and a for realizing an AMM with a desired
magnetic specifications. In an earlier work [5], we developed a general methodic approach to design
AMMs. Using the proposed procedure and the design specification requested in Table. I, we design
Rose curve inclusions whose artificial compositions meet the requirements. Table II summarizes
the design parameters. The numerical simulations shows a promising error of less than 1.6% from
the desired properties.

Further parametric studies carried out on the effect of area and perimeters on the magnetic
response of the same order Rose curves. Figure (3-a) shows the numerical analysis of 7th order
Rose curve inclusion with similar surface area equal to the half of the unit cell area and different
perimeters. It can be concluded that inclusions with larger perimeter resonates at lower frequencies
and provide more miniaturization in certain applications. In addition, Figure (3-b) shows the
numerical analysis of 7th order Rose curve inclusion with equal perimeter and different areas. The
areas vary from 30% to 70% of the unit cell area.

Note that near the resonance the real part of the effective permeability can be negative if the
quality factor of the resonator is enough high. Another attractive feature of the proposed Rose
curves is widening the frequency band over which the medium provides negative permeability with
minimized dispersion. Figure (3-c) shows that the frequency band is two times widened (widened
from normalized frequency 1.2 to 1.4) and also flattened in average over the band. A new coupling
scheme between adjacent segments of the rose curve introduces additional capacitance that highly
likely introduces a second or multiple resonances in the inclusion, and widen the band over the
frequency with negative permeability.
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Figure 3: (a) The real permeability of inclusions which occupied half of unit cell area and vary in length.
(b) The real permeability of inclusions which encompasses different areas with the same trace length. (c)
Analysis of the negative permeability. Higher order Rose curve inclusions provide wider frequency band. For
the sake of comparison, the graphs are normalized ro their resonant frequency.

4. CONCLUSION

In this work, we proposed a new inclusion design with a metallic trace called Rose Curve. The
proposed contour and the method to characterize them can be considered as a generic topology
and design procedure to realize artificial magnetic material meeting specific constraints without
extensive and full-wave simulations. Numerical examples has been provided to demonstrate the
effectiveness and design efficiency when using the nth order Rose curves to design AMM meeting
specific requirements. It has been shown that the new design offers wider frequency band over the
negative section of the permeability function
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Abstract— We present FDTD simulations results obtained using the Drude-Critical points
model. This model enables spectroscopic studies of metallic structures over wider wavelength
ranges than usually used, and facilitates the study of structures made of several metals.

1. INTRODUCTION

Modeling the optical properties of metamaterials is a crucial step for the tailoring of their features,
and the Finite-Difference Time-Domain (FDTD) method is among one the of the most used in the
field [1], owing its wide use to the fact that results for a wide range of frequencies may be obtained
with a single run of the code [2].

Accuracy of the results strongly depends on the way tabulated permittivities were fitted by
means of a combination of analytical laws of dispersion, mainly the Drude and Lorentz models
in the case of metals [3, 4, 5, 6, 7]. The difficulty arises from the fact that the number of terms
required for a precise description over a wide spectrum may become too large for a FDTD usage,
as this number has an influence on the memory requirements of the code.

Recently, a new analytical model called the Critical Point (CP) model was introduced for the
description of gold in the 200-1000 nm wavelength range [8, 9]. It was shown that this model
could be implemented with only few modifications to existing codes already written to take the
Lorentz model into account [10]. Moreover, when used as a correction of the Drude model, it would
allow a better description of the permittivity than the Drude-Lorentz model, over a wider range of
wavelengths, for several metals [11, 12, 13].

This opens the possibility to perform spectroscopic studies for metallic structures over a wide
spectrum without the need of too many additional lorentzian terms, thus keeping the FDTD mem-
ory requirements as low as possible. Moreover, it also becomes possible to perform spectroscopic
studies of structures made of different metals [14] which were previously described on different
range of wavelengths, or to compare the same structure made of different metals over the same
wavelength range. These two possibilities will be presented here.

2. REVIEW OF THE DISPERSION MODELS

We briefly review here the main models previously cited.
The Drude model, also known as the free electron gas model, is widely used for the description

of metals in the near-infrared, but also in the high wavelength part of the visible spectrum. From
a physical point of view, it corresponds to intraband electronic transitions [15], and is expressed as

χD(ω) = ǫ(ω)− ǫ∞ = −
ω2
D

ω2 + iγω
. (1)

It is depicted on Fig. 1(a).
The Lorentz model corresponds to interband electronic transitions, and can be written as

χL(ω) = ǫ(ω)− ǫ∞ = A
Ω2
L

Ω2
L − ω2 − iΓLω

. (2)

It is depicted on Fig. 1(b).
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(b) Lorentz model. ǫ∞ = 1, ΓL = 0.1ΩL, A = 1.

Figure 1: Drude and Lorentz models. Solid line: real part of the permittivity, dashed line: imaginary part
of the permittivity.

The critical points model was recently used in conjunction with the Drude model for the de-
scription of the gold permittivity [8], and is defined by

χCP (ω) = ǫ(ω)− ǫ∞ = AΩ

(
eiφ

Ω− ω − iΓ
+

e−iφ

Ω+ ω + iΓ

)
. (3)

Examples of permittivities described by this model are presented on Fig. 2.
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Figure 2: Critical points model. Solid line: real part of the permittivity, dashed line: imaginary part of the
permittivity. ǫ∞ = 1, Γ = 0.1Ω, A = 1, and φ = 0 (a), φ = π/6 (b), φ = π/3 (c), φ = π/2 (d).

Incidentally, there was also an effort toward the unification of the different dispersion models
treatment within the FDTD method [16, 17]. It was show that it is possible to describe the Debye,
Drude and Lorentz models with the general equation

ǫ(ω) = ǫ∞ +

P∑
p=0

(
cp

iω − ap
+

c∗p
iω − a∗p

)
, (4)
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with z∗ the complex-conjugate of z. The CP model naturally finds its place in this framework,
with

cp = −iAΩeiφ, (5)

ap = Γ + iΩ. (6)

3. EXAMPLES OF APPLICATION

In this section, we will study two configurations, described on figure 3.
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Figure 3: Configurations studied. In configuration 1, both materials A and B lie on a glas substrate. In
configuration 2, material A is in the substrate, while material B is on the substrate.

In first set of computations, we have computed extinction spectra for configuration 1, taking
material B as air. Material A is respectively chromium, aluminum, gold and silver. Light is incident
from the substrate and linearly polrized along the x-axis. Results are depicted on figure 4(a). Two
well defined plasmon resonance can be observed for silver and gold. Using the same materials, we
computed extinction spectra for configuration 2 (see figure 4(b)). In this case, metals structures
are actually embedded in the substrate, resulting to a red-shift of the plasmon resonance wavel-
genth previously observed. It should be noted that all these results were achieved for wavelengths
between 400 and 1000nm, whereas results for gold, for example, were previously only available for
wavelengths above 500nm.

In a second set of computations, we keep configuration 2, but study two metals at the same time.
On figure 4(c), material A is silver and material B is gold. On figure 4(d), material A is chromium
and material B is gold. In both cases, the periodicity py is kept constant while px is changed. The
main consequence of the increase of px is a red-shift of the plasmon resonances, which is actually
expected as the incident polarisation is along the x-axis.

By optimizing the configuration involving silver and gold (figure 4(c)), it seems it should be
possible to obtain two resonances close to each other, which would be of great interest for the
development of SERS substrate, as the electromagnetic gain is proportional to the product of the
electric field value at the incident wavelength and at the Raman wavelength. Other configurations
could also be studied, provided they are technologically realistic.

4. CONCLUSION

The Drude-Critical points model can be used to describe the interaction of light with metallic
features using the FDTD method. It provides enough flexibility so that broader wavelength ranges
can be investigated, and facilitates the study of structures made of several metals. This is an
important step toward a better modeling of metamaterials and the tailoring of their geometrical
features for specific applications.
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Abstract- The metamaterial substrate is constructed of periodic resonant loop circuits embedded in a low 
dielectric host medium. These resonant loops modify the effective parameters εeff and μeff. A new geometry 
of metamaterial substrate in 3D is used. An analytical method is developed to extract the effective 
parameters of metamaterial structure. The results are then compared to the ones obtained with a 
semi-analytical method (Inversion Method). A good agreement was found. 

 
1. INTRODUCTION 

The effective permittivity (εeff) and permeability (μeff) are fundamentals quantities in the conception of a material. 
A semi-analytical method, called the inversion method (IM) [1,2], was used and consists in extracting the effective 
parameters from the reflection (r) and transmission (t) coefficients obtained from simulation. The HFSS commercial 
software [3] is used to compute these parameters. Then, an analytical method is developed to retrieve the effective 
parameters. Finally analytical results are compared to the semi-analytical ones. 

 
2. EFFECTIVE PARAMETERS OF METAMTERIAL SUBASTRATE 

A metasolenoid [4] is used as a metamaterial substrate. This one is composed of an array of stacked Split-Ring 
Resonators (SRR) printed on a dielectric substrate (Figure 1(a)).  

 
(a)            (b) 

Figure 1: (a) Geometry of the metasolenoid (b) Unit cell of metasolenoid simulated with HFSS  

The infinite medium of metasolenoid (Figure 1(a)) can be modelled with HFSS [3] by two split rings in a unit 
cell (Figure 1(b)) with suitable boundary conditions. The ports are on the right and left sides of the cell. 

The dimensions of the unit cell are Δx = 6mm, Δy = 1mm and Δz = Δz1+ Δz2+ Δz3 = 1.8mm and the permittivity 
of the host substrate is εr = 2.22 (1−j0.0009) and its height is Δz2 = 1.575mm. Δz1 and Δz3 represent the air gaps 
between the sample and the conducting strips. 

A. Inversion method (IM) 
A retrieval procedure (inversion method) is used to obtain the effective parameters. This one consists of 

calculating the effective normalized wave impedance z (normalized to the free-space wave impedance) and the 
effective refractive index n from the reflection (r) and transmission (t) coefficients obtained from simulation (HFSS 
Code), by using these formulas [1,2]: 
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Where d is the thickness of the material, m is an integer (m≥0), k0 = 2π/λ0 is the propagation vector and λ0 is the 
free-space wavelength. The intermediary variable Y is defined by:  

Air 

εr = 2.2 

Δz2 

Δx 

Δy 

k
E 

H  Δz1 

Δz3 

x
y 

z 
0 

g 

w 

d 
a 

b 

t 

x
y 

z 

0 

468



 12 −±== − XXeY njkd  where  )1(
2

0
0 222 djk

djk
etr

t
eX −+−=  

The effective parameters (εeff and μeff) are then extracted by applying the two well known independent equations: 

effeffn με=  and  
eff

effz
ε

μ
=   (3) 

The unit cell of metamaterial substrate presented previously in Figure 1(b) was simulated by HFSS [3]. We 
calculate the effective normalized wave impedance z and the effective refractive index n from the reflection (S11) 
and transmission (S21) coefficients obtained from HFSS simulation. Then effective permeability (μeff) and 
permittivity (εeff) are extracted. These ones are presented in Figure 2.  
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(a)          (b) 

Figure 2: Effective (a) permeability and (b) permittivity calculated by the Inversion Method (IM) 

B. Analytical method (Anal) 
From Pendry et al [5], the effective permeability of the dielectric medium loaded by SRRs (or metasolenoids) 

follows Lorentz dispersion:  
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Where, rμ  is the relative permeability of the dielectric medium ( 1=rμ ), 0ω is the resonance frequency of the 
homogeneous medium, pω  is the resonance plasma frequency and mγ  is the damping coefficient associated to 
the magnetic losses.  

The geometry of SRR is shown in Figure 3(a). It’s equivalent circuit is equivalent to the RLC resonance circuit 
(Figure 3(b)). The resonance frequency of the metamaterial substrate is equivalent to the RLC circuit one’s: 

LC
1

0 =ω   (6) 

 Cp1 

Cp2 

a 

b 

3w/2 

 Cp1 

Cp2 

a 

b 

3w/2 

L

R

C L

R

C L

R

C L

R

C

 

φ

w

R0
φ

w

R0

 
(a)       (b)    (c)    (d)   (e) 

Figure 3: (a) geometry of SRR (b) Equivalent circuit model (c) closed loop 
(d) two microstrip lines coupled by their thickness (e) two microstrip lines coupled by their width 

The self-inductance L is equivalent to the inductance of a closed loop (Figure 3(c)) with an area equivalent to the 
SRR shown in Figure 3(a): 
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With a = R0 – w/2, b = R0 + w/2 and the )(xβ function is defined by )()()()()( 0010 xJxSxJxSx −=β , where nS  
and nJ  are respectively the Struve and Bessel functions of first kind and n order. 

 
The capacitance C represents the coupling capacitance between the two rings: it is equivalent to two parallel 
capacitances CP1 and CP2 (Figure 3(a)). CP1 is the capacitance between two coplanar lines coupled by their thickness 
(Figure 3(d)) and CP2, the capacitance between two microstrip lines coupled by their width (Figure 3(e)). 

The capacitance per unit length, coplanC0 , of two coplanar lines coupled by their thickness (Figure 3(d)) is 

computed using the following relationship [6]: 
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Where K(z) is the elliptic integral of first kind: 
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The K(z) function is defined for z2 <1. To take into account the dielectric permittivity ε, we consider that half of the 
line is in the dielectric and the other half is in the air (Figure 1(b)). The relationship is 2/)1( += rεε . 

The parallel capacitance Cp1 is deduced by the capacitance per unit length, coplanC0  multiplied by the effective 

length: 101 eff
coplan

p LCC =  where 
π
2aLeff1 = .  

The capacitance per unit length, elC arg
0 , for two microstrip lines coupled by their width (Figure 3(e)) is 

calculated using existing formulas for the capacitance of a microstrip line on the same substrate but d/2 thickness 
(Figure 4(a)). The capacitance is computed using the resolution of the Laplace equation in the area between the 
vertical electric walls placed in -a/2 and a/2 (Figure 4(a)). 

The expression of the capacitance per unit length elC arg
0  is:  
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For the numerical calculation of microstripC0 , it should be a>>d. In the following example, a = 100d is chosen. In 
our case, the capacitance per unit length is estimated by the average capacitance per unit length (C1, C2, ..., C5). Ci is 
the capacitance per unit length between two microstrip lines coupled by their width wi (separated from a distances 
di).  

The parallel capacitance Cp2 is deduced by the capacitance per unit length, microstrip
0C multiplied by the effective 

length: 22 eff
microstrip
0p LCC =  where 

π
2bLeff2 = . 

           

Figure 4: (a) Geometry of the microstrip line with vertical electric walls (b) Capacitance per unit length microstrip
0C estimated 

by the average capacitance per unit length (C1, C2, ..., C5) 
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The capacitance C is equivalent to the two parallel capacitances CP1 and CP2 (Figure 3(a)): 

21021 eff
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pp LCLCCCC +=+=  (12) 

The effective permittivity of the elementary cell (Figure 1(a)) is calculated and shown in Figure 6(a).  
 
The effective permittivity of a dielectric medium with a SRR follows an anti-resonant dispersion given by: 
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This equation exhibits the inverse of a Lorentz function. reffε  is the static effective relative permittivity of the 

medium, 0ω  is the resonance frequency of the system and eγ is the damping coefficient associated with dielectric 
losses. 
The static relative effective permittivity reffε of the medium will be determined using the transmission line model 
of an elementary cell (Figure 1(b)). The presence of air gaps in the elementary cell (Figure 1(b)) requires to use the 
equivalent model of a transmission line printed on a multilayered medium (Figure 5(a)). The equivalent circuit of 
the multilayered medium is shown in Figure 5(b).  
The equivalent series capacitance (CL) is composed of three equivalent series capacitance (CL1, CL2 and CL3): 
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Where 11 / zyCL ΔΔ=  and 33 / zyCL ΔΔ=  are the series capacitances of the air gaps (εr = 1) and 

22 / zyC rL ΔΔ= ε is the series capacitance of the dielectric (εr = 2.2). 
 

The equivalent circuit of the elementary cell (Figure 1(b)) is therefore represented in Figure 5(c). In this equivalent 
transmission line model, we ignored certain parasitic elements for the sake of simplicity. However, these parasitic 
elements have a significant effect on the equivalent relative permittivity of the medium (εreff). There exist coupling 
capacitors (C1 and C2) between the SRR and the conductors of transmission line in the equivalent circuit model 
(Figure 5(d)) [7].  
The equivalent circuit model depicted in Figure 5(d) shown that the equivalent capacitance per unit length of the 
line segment is:  
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The relative permittivity of the medium (εreff) is expressed by the following formula: 
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(a)      (b)      (c)      (d) 

Figure 5 : (a) Multilayered transmission line - (b) Equivalent circuit model - (c) Equivalent circuit model of the unit cell 
 (d) Complete equivalent circuit model including the parasitic capacitances (C1 and C2) existing between the wires and the 

transmission line 
 

The effective permittivity of the elementary cell (Figure 1(b)) is computed and shown in Figure 6(b). 
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Figure 6 : Effective (a) permeability and (b) permittivity calculated by the analytical method  

The analytical results are compared to the semi-analytical ones. The effective permeability and permittivity are 
found respectively in Figure 7 and Figure 8 : a good agreement is observed between the both results.  
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Figure 7 : Analytical and Semi-analytical (a) Real and (b) Imaginary part of effective permeability  
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Figure 8 : Analytical and Semi-analytical (a) Real and (b) Imaginary part of effective permittivity  

3. CONCLUSION  
In this paper, an analytical method was proposed to retrieve the effective parameters of a metamaterial 

substrate. The computed results were compared to the ones obtained with the inversion method. A good agreement 
is obtained, except for the imaginary part of the effective permittivity which still equals zero. Netherless, this 
analytical method provides quickly the results.  
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Abstract— A method for the characterization of metafilms via a set of electric and magnetic
polarizability densities is presented in this paper. This method, derived with the least possible
assumptions, can be regarded as a generalization of existing techniques. Numerical simulations
of various types of metamaterial cells are conducted to validate the accuracy of the proposed
scheme, in comparison with other well-established algorithms.

1. INTRODUCTION

During the last decade there has been a constantly growing interest on the field of metamate-
rials. Usually comprising of scatterer arrays embedded in a dielectric host medium, metamaterial
structures have been proposed for various applications, such as perfect lenses, antennas, substrates,
cloaking devices and others, due to their unique electromagnetic properties, normally not encoun-
tered in nature [1]. On the other hand, understanding the physical background of metamaterials
and modeling them by sets of appropriate effective parameters, remains an open research challenge.

Metafilms of metasurfaces, engineered by arranging electrically small scatterers at a surface, are
usually considered as the 2-D equivalent of metamaterials. Recently, it has been proven in [2] that
homogenization techniques which apply on bulk metamaterials can lead to the determination of
non-unique effective constitutive parameters for a metafilm, since the latter does not have a well-
defined thickness as a bulk medium. Hence, accurate and unambiguous modeling of metasurfaces
can only be achieved through the calculation of effective polarizability densities [3–6].

In this paper, an algorithm for the calculation of effective polarizability densities is introduced,
by improving existing schemes, which can be applied for the oblique incidence of a TE polarized
plane wave on a metamaterial mono-layer. To this end, electric and magnetic dipole moments of the
constituent particles are efficiently related to the incident field via suitable intra-planar interaction
constants and their previously evaluated electric and magnetic polarizabilities. From the above,
equivalent polarizability densities can be evaluated for the metasurface. Comparisons between the
proposed methodology and other efficient techniques for diverse kinds of electric and magnetic
resonators are presented in order to demonstrate the validity of the novel approach.

2. THEORETICAL METHODOLOGY

Consider a periodic mono-layer of discrete particles on the x-y plane with lattice periods a and
b along the x and y directions, respectively. Assuming that the dimensions of the particles are
small enough compared to the wavelength, such a structure is efficiently modeled by replacing each
particle with three electric and three magnetic point-dipoles towards the x,y,z axes, located at its
center. Therefore, each scatterer is characterized by electric and magnetic dipole moments pi and
mi (i = x, y, z), related to the local electric Eloc

i and magnetic H loc
i fields through the expressions

pi = ε0α
ii
EEloc

i , mi = αii
MH loc

i . (1)

In the above equations, αii
E , αii

M are the electric and magnetic polarizabilities of the scatterer, which
can be extracted from the S-parameters of a normally incident plane wave, as analyzed in [6]. In
the rest of the present paper, we assume that only αxx

E and αyy
M are nonzero, which is a reasonable

assumption for the majority of the structures investigated.
Let us now suppose that the aforementioned mono-layer is illuminated by a TE polarized (electric

field intensity along the x axis) plane wave propagating on the y-z plane at an angle θ with respect
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to the z-axis. The x-directed electric and y-directed magnetic field intensities of this plane wave,
which interact with the scatterers of the mono-layer, are given by

Einc
x = E0e

−j(qyy+qzz), (2)

H inc
y =

E0

η0
cos θe−j(qyy+qzz), (3)

with E0 the electric field amplitude, qy = −k0 sin θ, qz = k0 cos θ, k0 the wavenumber and η0 the
wave impedance. Then, according to [6], the local fields for an arbitrary scatterer with dipole
moments px,my are

Eloc
x = Einc

x +
1

(ab)3/2ε0

(
Cxx

0 px +
Dxy

0

c
my

)
, (4)

H loc
y = H inc

y +
1

(ab)3/2
(cDyx

0 px + Cyy
0 my) , (5)

where c is the speed of light and Cxx
0 , Cyy

0 ,Dxy
0 ,Dyx

0 are the dimensionless interaction constants
which specify the contribution of the whole array to the local field of a specific scatterer. Notice
that the interaction constants Dxy

0 ,Dyx
0 between electric and magnetic dipoles are zero since the

y-directed magnetic field intensity (x-directed electric field intensity) of a x-oriented electric dipole
(y-oriented magnetic dipole) is zero. On the other hand, Cxx

0 equals to the sum of C2, C3 of the
appendix of [7] multiplied by (ab)3/2, while for the calculation of Cyy

0 the x-axis should be rotated
to the direction of the magnetic dipoles. Combining (1)-(5), it is extracted that

px =
ε0α

xx
E

1 − αxx
E Cxx

0 /(ab)3/2
E0e

−jqyy, (6)

my =
αyy

M cos θ

1 − αyy
MCyy

0 /(ab)3/2

E0

η0
e−jqyy. (7)

Having determined px,my it is possible to extract effective surface polarizability densities αxx
ES

and αyy
MS for the mono-layer. Recall that αxx

ES and αyy
MS obey to

Psx = ε0α
xx
ESEsx, (8)

Msy = −αyy
MSHsy, (9)

with Psx = px/(ab), Msy = my/(ab) the average polarization densities of the mono-layer, Esx =
(Ex

∣∣
z=0+ + Ex

∣∣
z=0−)/2 and Hsy = (Hy

∣∣
z=0+ + Hy

∣∣
z=0−)/2. It has to be stressed that (8) are

meaningfull if b < λ/2, with λ the medium wavelength, for which only the zeroth order Floquet
mode lies inside the light cone and Bragg scattering mechanisms are absent in the far-field region.
From its definition, Esx equals to Einc

x plus the average of the scattered electric field produced by
Psx,Msy. Following well known methods of electromagnetic theory, the later can be found as

Escat
x = −jk0Psx/(2ε0), (10)

thus leading to Esx = E0 − jk0px/(2ε0ab). Inserting the last expression into (8) and using (6)

axx
ES =

axx
E /(ab)

1 − axx
E

[
Cxx

0 / (ab)3/2 + jk0/(2ab)
] . (11)

Similarly according to the definition of the equivalent surface magnetization density Msy =
−ayy

MSH loc
x , an analogous expression for the magnetic polarizability density ayy

MS can be reached

ayy
MS =

ayy
M cos θ/(ab)

1 − ayy
M

[
Cxx

0 / (ab)3/2 + jk0 cos θ/(2ab)
] . (12)
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Figure 1: An NB-SRR mono-layer: (a) geometry (dimensions from [1]), (b) electric/magnetic polarizabilities,
and (c) real part of the reflection coefficient.

d

l
gw

(a) (b) (c)

Figure 2: Geometry of several EFCLs: (a) type OE1 (dimensions: d = 5 mm, l = 1.25 mm, g = 0.25 mm,
w = 0.5 mm), (b) type OE2 (dimensions from [10]), and (c) type OE3 (dimensions from [10]).

Equations (11) and (12) are the desired results. To compute polarizability densities, only the
scattering parameters for the normal incidence and the geometrical details of the metafilm are
required. Then, S-parameters for any oblique θ-angle incidence can be estimated through (see [2])

S11 =
−j k0

2 cos θ

(
axx

ES + ayy
MS cos2 θ

)
1 +

(
k0
2

)2
ayy

MSaxx
ES + j k0

2 cos θ

(
axx

ES − ayy
MS cos2 θ

) , (13)

S21 =
1 − (

k0
2

)2
ayy

MSaxx
ES

1 +
(

k0
2

)2
ayy

MSaxx
ES + j k0

2 cos θ

(
axx

ES − ayy
MS cos2 θ

) . (14)

The validity of this approach is verified in the next section.

3. NUMERICAL VERIFICATION AND DISCUSSION

The merits of our method are certified via several comparisons with well-established homoge-
nization techniques [3–6], involving both electric and magnetic resonators, made of a 10μm-thick
copper medium. Moreover, all simulations are performed through the frequency domain solver of
the CST MWSTMpackage [8]. The first structure, under study, is the non-bianisotropic split ring
resonator (NB-SRR) of Fig. 1(a), whose magnetic resonance is presented in Fig. 1(b), depicting
the electric and magnetic polarizabilities of the particle. Selecting a 60◦ plane wave, the real part
of the reflection coefficient is shown in Fig. 1(c). As observed, the proposed method – compared
to existing ones and simulation results – is proven very accurate and consistent, even in the case
of large incidence angles.

Next, the electric-field-coupled resonators (EFCLs) of OE1, OE2, and OE3 type (see Fig. 2),
described in [9], are explored. In all cases, a cubic unit cell with a lattice period of a = 6.75mm
has been selected. Figures 3(a) and 3(b) display the S11- and S21-parameter for the OE1 type.
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Figure 3: S-parameters for a 45◦ incidence on the OE1-type EFCL of Fig. 2(a): (a) S11 and (b) S21.
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Figure 4: S-parameters for a 60◦ incidence on the OE2 EFCL of Fig.2(b): a) S11 and (b) S21.

Specifically, the techniques of [5] and [6] lead to almost identical results, while that of [3] and
the proposed one are, also, very satisfactory. On the contrary for the OE2 inclusion, none of the
algorithms can be deemed reliable below the resonance, as illustrated in Fig. 4. In the vicinity of
and above the resonance, however, our technique is, again, in good agreement with the simulation
outcomes, except for a possible artifact occurring around 24GHz. Finally, for the S-parameters of
the OE3 resonator (Figs 5 and 6) and an incidence of 30◦, an interesting phenomenon is observed.
Although all methods prove accurate till the frequency of 20GHz, none of them can actually
retrieve the second resonance of the structure around 24.5GHz. This resonance is possibly due to
a quadruple mode and the point-dipole approximation model is unable to predict it.
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Figure 5: S21-parameter for a 30◦ incidence on the OE3 EFCL of Fig.2(c): (a) real and (b) imaginary part.
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Figure 6: S-parameters for a 30◦ incidence on the OE3 EFCL of Fig.2(c): (a) S11 and (b) S21.

4. CONCLUSION

In this paper, enhanced formulas for the electric and magnetic polarizability densities of a
metafilm were introduced. The corresponding particle polarizabilities are extracted from the scat-
tering parameters of a normally incident plane wave and combined with the appropriate inter-planar
interaction coefficients. The resulting model – assuming only the electrically small size of the par-
ticles in order for the point-dipole approximation to apply – is employed to predict the scattering
parameters for obliquely incident TE polarized waves, thus improving and generalizing existing
schemes. Future improvements of the proposed method include its modification to account for
higher order modes as well as its application to bianisotropic media, such as the EC-SRR.
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Abstract- In this paper, we present a novel homogenization method to compute the frequency 
dependent permeability of a split-ring periodic structure. Instead of meshing the small split of the 
metallic ring, we introduce a cutting surface through which the magnetic potential has a jump. Thus, 
we obtain the expected negative permeability of this metamaterial with a minimal cost. 

 
1. INTRODUCTION 
 
Homogenization is the exploitation of translational symmetry of the periodic structure. Therefore, instead of 
solving the problem over the whole structure, we only study the symmetry cell. This approach implies that the 
incident wave considers the material as homogeneous, which is the case when the dimensions of the inclusions 
are considered very small compared to the wavelength. 
The unfolding method, presented in [1], is a simple way to compute the equivalent parameters of a periodic 
structure, even if it is bianisotropic and dispersive. But this homogenization method doesn’t apply to 
metamaterials which contain resonant inclusions, as the split ring resonator. In fact, when the structure’s period 
tends to zero, we loose the frequency dependence of the electromagnetic parameters as the permittivity and 
permeability. 
These limitations have been overcome by a novel homogenization method. Its theoretical basis is presented in 
[2], we have implemented it and we present the results in this paper. 
 

 
2. THE CELL PROBLEM 
 
Let’s consider an array of split ring resonators immersed in a static field B. Our goal is to compute the effective 
permeability of such a material. 

 

Fig 1: Split-ring array with a period l. 
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The homogenization does apply to full Maxwell equations, but with disappointing results. In fact, the obtained 
electromagnetic parameters are the static one, with no frequency dependency, and therefore no negative index 
could be obtained by this method. It has been proven in [2] that a solution to this problem is introducing a second 
small parameter, which competes with the structure period l. In the case of the split ring resonator, this small 
parameter would be the slit’s width δ. Assuming that: 

l
l
pp

pp

δ
λ  

We found in [2] the week solution of the problem. And instead of meshing the small slit and the ring “skin”, we 
model the slit by a surface Σ that bears a capacitive layer and by introducing the losses in the weak formulation: 

                  
Fig 1: Modeling the slit with a capacitive layer 

 
When this materiel is immersed in a static field B, a current I flows in the ring across the surface Σ. And because 
rot(h)=0, a multivalued magnetic potential h = grad(ϕ) exits. We introduce then a cutting surface S through 
which the magnetic potential ϕ have a jump [ϕ] equals to the current I. The main result of [2] is the weak 
formulation of this electromagnetic problem: 
 

[ ][ ] Φ∈′∀′∇=′−′∇∇
−

+′∇∇ ∫∫ ∫ ϕϕϕϕ
ω

ϕϕ
σω

ϕϕμ dVB
C

dS
d
idV

A
SS

A A
2

@

11             (1) 

Once the potential ϕ found, we can compute the effective permittivity μeff by using the following formula 
 

[ ]22

2

@

22 11 ϕ
ω

ϕ
σω

ϕμ
μ Cd

iBV
S

AAeff

−∇
−

+∇= ∫∫                       (2) 

The complex effective permittivity is defined by considering that the energy of the equivalent homogenized 
material must by equal to the energy of the studied split-ring array. The imaginary part of the permeability is 
clearly positive, while the real part becomes negative at the resonance frequency. 

 
3. FINITE ELEMENTS RESOLUTION 
 
First, given the previous model, we have to take into account the periodicity of the unit cell when we mesh it. 
Therefore, each opposite faces of the unit cell are identically meshed. Also, because the behavior of the resonant 
ring is described by the cutting surface S and the skin depth d, it becomes unnecessary to mesh inside the ring. 
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Finally, we know that the potential has a jump thought the surface S. We can model these phenomena by 
doubling the nodes on the surface S. In fact, for each node Ns+ of the surface S, we will add to the mesh another 
node Ns- having the same coordinates. Ns- is connected to the tetrahedral elements located “under” the cutting 
surface S while Ns+ will be only connected to the tetrahedrons above S. 

 
Fig 3: Node doubling on the cutting surface S.  

 
The initial mesh and the geometry are created under COMSOL which allows choosing the dimensions, the 
orientation and the ring geometry. Then, another program transforms the mesh, by detecting the nodes 
correspondence between the opposite faces of the unit cell and by doubling the nodes on the cutting surface S. 
 

         
Fig 4: Periodicity detection 

 
At this point, it is necessary to change the nodes order. In fact, several equations link the potential on the 
opposite faces of the unit cell and the potentials on the cutting surface. We have for each opposite nodes on the 
faces of the unit cell: 

zzza

yyya

xxxa

C

C
C

=−

=−
=−

0

0

0

ϕϕ

ϕϕ
ϕϕ

 

And the following equation links the unknowns on the doubled nodes of the surface S with the current I : 

Iss =− −+ ϕϕ  
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Considering these equations, we have to eliminate the unknowns ϕxa, ϕya, ϕza and ϕs+, and then calculate the 
values of the four unknowns Cx, Cy, Cz and I as well as the value of the potential on the remaining nodes. 
 
4. NUMERICAL RESULTS 
 
Several simulations have been made for different orientations, ring’s dimensions, slit’s width and conductivity. 
In this paper, we have chosen a copper ring (σ = 60e6 S/m) immersed in air (μr=1). The resonant ring have a 
slit’s width of δ=0.1mm. As we can see on the following results, the resonance is obtained between 9 and 10 
Ghz. 

 
Fig 5: the effective permittivity and the current near the resonance 

 
The current and the relative effective permeability diverge near the resonance if we consider a perfect 
conductor. 
The iso-potentiels have shown that the “jump” through the cutting surface S equals the current. As 
h=grad(ϕ) and from the following iso-potentiel, it seems that the major part of the magnetic field flows 
through the cutting surface S. 
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Fig 6: Iso-potentials and the magnetic field orientation in the unit cell 

 
 

 
5. CONCLUSIONS 
 
The previous results prove that the attempt to obtain by homogenization a frequency dependent permeability, 
with a negative real part, has been successful. By its interesting modeling of split-ring arrays, this 
homogenization technique allows a very fast computation of the complex effective permittivity. Also, given the 
calculus code structure and effectiveness, evaluating the effects of dimensions change or materials properties on 
the resonance frequency offers a simple way to optimize the split-ring arrays. 
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Abstract-  

This paper introduces different varieties of novel left handed metamaterials devices with novel 

magnetic operation properties. The reported devices have the advantages of their small size, multi 

frequency band in addition to broadband operation (≈ 60 %) compared to their conventional design. 

Moreover, these devices are designed to illustrate novel magnetic properties such as their tuning and non 

reciprocity operation capabilities. Theoretical explanations supported by simulation results of presented 

devices confirmed the operation of a tunable and nonreciprocal coupler and tunable transformer  

 

1. INTRODUCTION 

Electromagnetic Metamaterials (MTMs) were first introduced in 1967 by the Russian physicist Victor Veselago. 

He named MTMs that illustrate simultaneous negative electric permittivity ε and permeability µ as left-handed 

metamaterials (LHM) [1]. Thanks to theses negative parameter values, these LH MTMs, are characterized by 

unconventional electromagnetic propagation parameters. Not until of early of this century where LH MTMs 

were first experimentally demonstrated by pioneering works of Pendry by using array of split ring resonators 

(SRRs) with a wire array placed in space [2]. However, such model was not suitable for microwave applications. 

Therefore, planar LH MTM versions have been proposed for RF/microwave applications in both microstrip and 

coplanar waveguide (CPW) configurations [3,4]. However, all these examples were suggested using dielectric 

substrates. Later on, it has been suggested using of ferrite substrates in implementing the LH TLs. Unlike 

dielectric materials, ferrite medium is nonreciprocal and has a dispersive permeability tensor where the 

permeability element value can be negative or positive depending on the applied DC magnetic bias. Thus a novel 

tunable and nonreciprocal LH transmission line can be realized. Examples of these new LH TLs have been 

introduced using microstrip configuration, and (CPW) configuration [5,6]. LH CPW TL requires smaller DC 

magnetic bias than microstrip one due to its smaller demagnetization field.  

 

In this paper, we introduce a survey on novel set of microwave devices implemented using ferrite substrate in 

LH MTMs configurations. These devices were implemented in CPW configuration to have the advantage of its 

small DC magnetic bias. Thanks to the employed LH configuration, the reported devices demonstrate the 

advantages of the compact size and the power enhancement. Moreover, these devices can be tunable and 

nonreciprocal thanks to the magnetic properties of the ferrite. The performance of these devices are explained 

theoretically and confirmed by both numerical simulations and measurements. 

 

2. THEORY 

The ferrite LH TL can be realizable by loading a conventional hosting ferrite TL by a series capacitive load and 

shunt inductive load, similar to conventional (dielectric) LH TLs. The equivalent circuit of a lossless unit cell of 

ferrite LH TL of length (d), it is much smaller than the travelling wavelength, can be expressed as a standard 
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lossless composite right/left handed CRLH unit cell shown in Figure 1. In the equivalent circuit, the parasitic 

inductance (LR) and capacitance (CR) of the hosting ferrite TL while (LL) and (CL) are the shunt inductive and 

series capacitive load, respectively. The dispersion propagation constant (βLH) for all reported LH TLs can be 

calculated approximately by expressing the hosting ferrite TL parameters in terms of its medium parameters, the 

ferrite medium permittivity and the equivalent relative ferrite permeability which depends of the DC magnetic 

bias direction as [5,6].  

          )
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In case of ferrite LH CPW TL, the DC magnetic bias direction is horizontal. Thus, it has small demagnetization 

field. The front view of a horizontally magnetized ferrite CPW TL is shown in Figure 2. As shown, an external 

DC magnetic field is applied to the ferrite substrate in the direction shown in the figure, inducing an internal 

magnetic field (H0) which causes the ferrite substrate to have the saturation magnetization (M0) in the same 

direction. For the shown direction of DC magnetic bias, the ferrite has a permeability tensor, [µ], given as 
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gyromagnetic ratio of the ferrite and µ0 is the free space permeability. In this case, the effective relative ferrite 

permeability for horizontal magnetic bias can be expressed as 

                                      µµ =f                                       (3) 

It is shown that the effective permeability has a dispersion nature whose value is negative or positive depending 

on the applied magnetic field, the ferrite substrate specification and the DC magnetic bias.  

  

Figure 1 The equivalent circuit model of a ferrite LH 

TL unit cell. 

Figure 2 front view of the CPW TL on ferrite substrate 

horizontally magnetized. 

3. TUNABLE COUPLED LINE COUPLER 

The backward coupling of a symmetrical LH coupled line coupler (CLC) has been explained using coupled line 

approach [7] as  
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where A and B are constants, βI,II are the coupled propagation constants defined in terms of the propagation 

constant along the hosting LH TL (βLH) and the backward coupling coefficient between the two hosting coupled 

lines (CBW) as 

                             
22

, BWLHIII C−= ββ                                  (5) 

Since, as seen from (5), βI,II may be imaginary at some frequencies, hence, from (4), it can be seen that even 0 

dB backward coupling is possible within these frequency bands. Thus, LH CLC can provide much higher 

coupling, up to 0 dB, with relatively wide line separation over a broad bandwidth and very compact size, 

especially at lower frequencies compared to a conventional one [2,3]. From ferrite LH TL concepts explained 

above, it can be claimed that, a ferrite LH CLC has dispersive (βLH) and (CBW) due to the dispersive nature of the 

ferrite permeability. Consequently, a ferrite LH CLC has a dispersive backward coupling (C) as it can be seen 

from (4). Detailed explanation about this coupling mechanism is explained in [8].  

 

In our paper, we present a novel dual mode, tunable, and nonreciprocal ferrite LH backward CPW CLC. The 

proposed coupler was designed using two identical LH TLs over ferrite substrate as shown in Figure 3.An 

internal horizontal DC magnetic field (H0) is applied to the ferrite substrate. The coupler’s through output and 

the backward coupling output are located in two separated bands. The first mode was designed to demonstrate a 

reciprocal backward coupling propagation with almost 0 dB coupling level in the first band. The second band 

has nonreciprocal through propagation. Moreover, the coupler can be tuned by changing (H0). The coupler was 

designed through comparing its equivalent circuit model simulating results to the real structure simulation results 

obtained using the commercial electromagnetic full wave simulation software ANSOFT- HFSS. The simulated 

scattering parameters of both the circuit model and the real layout structure using HFSS; for H0=50,000 Oe, are 

shown in Figure 4. .This very high DC magnetic bias is selected such that the ferrite is isotropic within the 

frequency band of interest; so that the equivalent circuit model is valid. The figure shows good agreement 

between the two simulated results especially for the backward coupling level. The backward coupling level is 

approximately -1 dB, within the frequency band from 5 GHz to 9 GHz (57 %). Considering the HFSS results, we 

can conclude within that frequency bandwidth, the coupler has approximately better than -10 dB reflection 

coefficient, through propagation level below -12 dB, and better than 20 dB forward coupling isolation difference. 

  

Figure 4 The ferrite LH CPW CLC layout, W0= 6mm, ta=2.mm, 

t1=1.5mm, So=0.5mm, Wf=1.3mm, Ws=0.25 mm(b) The 

interdigital capacitor geometry Sc=Wc=0.1mm, tac=0.2 mm. 

Figure 5 HFSS (for H0=50,000 Oe) and 

equivalent circuit simulated scattering parameter 

magnitudes of the ferrite LH CPW CLC.  
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By applying lower DC magnetic bias values, the upper cut off frequency of the backward coupling propagation 

will coincide with the onset of the negative permeability of the hosting CPW ferrite TL. Thus, the coupler can be 

tunable by changing H0. This can be confirmed by studying the CLC performance for different values of H0. For 

H0=1750 Oe, the results in Figure 5 (a), illustrates a backward propagation with a very close to 0 dB level over a 

frequency bandwidth that extends from 3.4 GHz to 5.5 GHz. Then it decreases from approximately -3 dB at 5.7 

GHz with a very high slope to reach approximately -10 dB at 6 GHz. Following the backward propagation 

passband, the coupler has through propagation, no stopband separates them. On contract to the backward 

coupling performance, the through level increases from approximately -13 dB at 6 GHz up to -5 dB at 6.2 GHz 

with nonreciprocal propagation with nonreciprocity isolation level that extend up to 35 dB at 6.8 GHz. However, 

the through propagation level is some how lossy compared to the backward coupling in the first band due to the 

lossy nature of the ferrite substrate within the negative permeability frequency band. Finally, the coupler has low 

forward coupling signal (S41) whose isolation level is better than 20 dB over most of the operating bandwidths. 

By changing H0 to 2250 Oe, As illustrated in Figure 5 (b), the 3 dB upper cut off frequency of the backward 

coupler propagation is increased to approximately 6.5 GHz while the nonreciprocal through propagation exists 

within the frequency band from 6 GHz to approximately 8 GHz. 

 

Figure 5 The full wave simulated scattering parameter magnitudes of the dual mode ferrite LH CPW CLC for (a) 

H0=1750 Oe and (b) 2250 Oe. 

3. TUNABLE WIDE BAND TRANSFMER 

A compact quarter wavelength LH transformer can be designed using a CRLH TL. The LH transformer can 

satisfy arbitrary ± 90
0
 phase shift controlled by the CRLH elements. The dispersive ferrite permeability can be 

utilized to design a wide band tunable ferrite LH transformer. The upper cut off frequency of the transformer 

was setting by the selection of the applied DC magnetic bias value to be the onset of the lossy propagation within 

the negative ferrite permeability frequency band. The transformer consists of only a CRLH unit cell formed by 

series air gap capacitors and a shunt meandered line inductor whose detailed sketch is shown in Figure 6. The 

simulated scattering parameters of the proposed LH transformer is for H0= 2000 Oe, 2250 Oe, and 2500 Oe as 

shown in Figure 7. It is clear that the both of the lower cut off and operating centre frequencies of the 

transformer are increasing by increasing H0. On the other hand, the upper cut off frequency is kept constant at 7 

GHz. Within the operating bandwidth, the insertion loss is close to 0 dB at its perfect matching, centre, 

frequency while it increases to no more than 1.5 dB over the rest bandwidth. On the other hand, return loss is 

close to 20 dB at the perfect matching frequencies while its worst case value, over the whole operating 

bandwidth is 8 dB, at which the insertion loss is 1.2 dB which still satisfy a reasonable transformer operation 
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condition. The results confirm that the transformer can match a 25Ω load and a 50Ω line with tunable nature 

over a wide bandwidth (more than 64%) by changing the applied DC magnetic bias. 

 

 

Figure 6 (a) The layout geometry of the ferrite LH CPW 

transformer a=30 mm, L=1.7mm, W=1.8 mm, l1=0.5 mm, ta =0.1 

mm, t1 =0.5 mm (b) The meandered line inductor geometry. 

Figure 7 The full wave scattering parameters 

magnitudes of the wide band ferrite transformer 

for different H0 values. 

5. CONCLUSIONS 

The paper introduces examples of novel microwave LH devices. These devices combine the novel LH properties 

and the ferrite properties to introduce novel microwave components demonstrating compact size, broadband and 

novel magnetic properties. First, the basics of ferrite LH TL are reviewed. A dual mode, tunable and 

nonreciprocal ferrite LH CPW CLC is introduced. The CLC is compact in size and has broad band (up to 57%). 

Also, a compact and wideband LH tunable transformer (more than 64%) is introduced.  
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Abstract- In this paper, filters implemented by combining open split ring resonators (OSRRs) and 
open complementary split ring resonators (OCSRRs) in a composite right/left handed transmission 
line configuration are pointed out. The relevant aspect of the approach is that it is possible to 
implement standard responses (Butterworth or Chebyshev) with broad bandwidths. Also, due to the 
small electrical size of the employed resonators, the filters are very compact. 
 

1. INTRODUCTION 
Artificial transmission lines exhibiting backward wave transmission at low frequencies and forward wave 
propagation at high frequencies have been previously implemented in microstrip [1,2] CPW [3,4], LTCC [5] and 
MMIC [6] technologies, among others. Such composite right/left handed (CRLH) lines can be fabricated by 
loading a host line with series capacitances and shunt inductances (in practice implemented by means of lumped 
or semi-lumped planar components) [1,3,5,6]. Alternatively, CRLH lines can be synthesized by combining split 
ring resonators (SRRs), originally proposed by Pendry [7], and shunt connected inductors in a host transmission 
line [4], or by combining complementary split ring resonators (CSRRs) [8] and series capacitances [2,9]. In all 
the cases, the series reactance and shunt susceptance of the equivalent T- or π-circuit model change from 
negative to positive values when frequency increases, one particular case being that corresponding to the 
situation where the series and shunt resonators exhibit the same resonance frequency (balanced case).  
 
In this paper, another implementation of CRLH lines is considered. We make use of a combination of open 
resonant particles: the open split ring resonators (OSRRs) [10] and the open complementary split ring resonators 
[11] (OCSRR). Both particles are depicted in Figure 1. As compared to their closed counterparts (SRRs and 
CSRRs), OSRRs and OCSRRs are electrically smaller by a factor of two, as is justified in [10] and [11]. Thus, it 
is possible to implement very small components based on these particles.  
 
 
 
 
 
 
 
 
 

Figure 1: Typical topology and equivalent circuits of a OSRR (a) and OCSRR (b). 
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2. CRLH LINES BASED ON OSRRs AND OCSRRs 
 
Since the OSRR is an open series resonator, it can be series connected to a host line to implement the series 
reactance of the canonical T- or π-circuit model of a CRLH line (see Fig. 2). Similarly, the OCSRR can be 
employed to implement the shunt branch of the canonical circuit model of the CRLH line. This is the key idea 
behind our approach of CRLH lines based on the combination of OSRRs and OCSRRs. In CPW technology, 
potential CRLH lines based on a combination of OSRRs and OCSRRs, are depicted in Figure 3. However, an 
accurate analysis of these structures reveals that they can not be accurately described by the models of Figure 2. 
The reason is the presence of some parasitics that must be taken into account to properly model the structures. 
The main deviation from the canonical models of Figure 2 comes from some phase shift introduced by the 
particles. Although the OSRRs and OCSRRs are electrically small, they provide some phase shift at resonance, 
and this parasitic effect must be taken into account for an accurate description of the structure. This effect can be 
modeled by introducing phase shifting lines at both sides of the resonators. Such transmission line sections can 
be modeled through a series inductance and a shunt capacitance, which can be determined from the analysis of 
the isolated resonators. Thus, for the OSRR, the inductances of the transmission line sections are series 
connected to the LC series resonator and the capacitances are shunt connected at both sides forming a π-circuit. 
For the OCSRR, the capacitances of the phase shifting lines are parallel connected to the LC tank of the OCSRR 
and the inductances are series connected, thus forming a T-circuit. Thus, the model of the structure is that shown 
in Figure 4, which can be simplified to the equivalent circuit shown in Figure 5.  
 
 
 
 
 
 

 
Figure 2: T- and π-circuits describing the unit cell of the canonical CRLH transmission lines 

 
 
 
 
 
 
 
 
Figure 3: Typical topologies of the unit cell of a CPW CRLH line based on a combination of OSRRs and 
OCSRRs. (a) Structure with series connected OSRRs in the external stages and a pair of shunt connected 
OCSRRs in the central stage; (b) Structure with OCSRRs shunt connected in the external stages and a series 
connected OSRR in the central stage. The structures has been fabricated on the Rogers RO3010 substrate with 
thickness h = 1.27 mm and measured dielectric constant εr = 11.2. Dimensions are: (a): l=12.4 mm, W=5mm, 
G=1.16mm. For OCSRR: rext=1.8mm, c=0.5mm, d=0.3mm. For OSRR: rext=2mm, c=d=0.2mm. (b): l=16.13mm, 
W=5mm, G=1.16mm. For OCSRR: rext=2.8mm, c=0.4mm, d=0.6mm. For OSRR: rext=2mm, c=d=0.2mm. 

(a (b
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Figure 4: Accurate circuit model for the structure of Fig. 3(a). 
 

 
 

Figure 5: Simplified equivalent circuit of Figure 4, where L’s = 2L1+Ls, C’p = 2(Cp +C), L’p = Lp/2.  
 

The simulated and measured characteristics of the structure (un-balanced) of Figure 3(a) are depicted in Figures 
6-8. It can be clearly appreciated that the structure is un-balanced, that is, the left handed band and the right 
handed band are separated by a frequency gap. The agreement between measurement and both electromagnetic 
and circuit simulation is good. For the circuit simulations, the circuit parameters have been inferred according to 
the extraction parameter procedure described in [12]. The next step is the implementation of band pass filters 
based on these structures. Since the model of Figure 5 does not exactly correspond to the canonical model of a 
band pass filter, it is not possible to implement standard frequency responses. However, it will be shown in the 
next section that in spite of the parasitics, standard responses can be synthesized to a good approximation.  
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Figure 6: Insertion and return losses corresponding to the structure of Fig. 3(a). The values of the equivalent 
circuit on reference of Figure 5 are: C = 0.24 pF, L = 0.56 nH, L’s = 6.76 nH, Cs = 0.95 pF, C’p = 2.44 pF, L’p = 
2.53 nH. 
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Figure 7: Phase constant for the structure of Fig. 3(a). 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Dependence of the characteristic impedance with frequency for the structure of Fig. 3(a). 
 
3. BROADBAND FILTERS BASED ON OSRRs AND OCSRRs 
 
In this section it is presented an order-3 Chebyshev band pass filter as a proof of concept demonstrator. The filter 
is designed at fc = 2.9 GHz with a fractional bandwidth of 35 % and a ripple of 0.02 dB. The design procedure 
consists on three steps. First of all, we obtain the values of the band pass prototype that fits the specifications. In 
our case, the values in reference of Figure 2(a) are: CL = 0.27 pF, LL = 0.93 nH, CR = 3.3 pF and LR = 11.52 nH. 
Secondly, we design the particles individually to accomplish these values of the equivalent circuit with the help 
of the parameter extraction method reported in [12]. From this method, we also infer the values of the parasitcs 
which allows us to tune the equivalent circuit response of the whole filter to fit the requirements of the filter. 
Thus, the third and final step consist on redesign the particles to meet the specifications. 
 
In Figure 9 it is shown the layout and photograph of the filter using this procedure. In this case, it was used only 
one central connection between the upper and lower ground plane to avoid any coupling between these vias and 
the OSRR (that would cause a less accurate prediction of the equivalent circuit values). Moreover, it has been 
experimentally observed that by reducing the thickness of the substrate, the spurious response is separated from 
the main pass band. Thus, the filter designed has been implemented on a substrate with thickness h = 0.254 mm, 
instead of the h = 1.27 mm used in the case of the CRLH transmission line. 
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BOTTOM TOP 
(a) (b)  

 
 
 
 
 
 
 
 
Figure 9: Layout (a) and photograph (b) of the wide-band band-pass filter based on the CRLH transmission line 
shown in Figure 3 (a). The substrate is the Rogers RO3010 with thickness h = 0.254 mm and dielectric constant 
εr = 11.2. Dimensions are: l = 9 mm, W = 5 mm, G = 0.55 mm. For the OCSRR: rext =1.2 mm, c = 0.2 mm, d = 
0.6 mm. For the OSRR: rext = 1.6 mm, c = d = 0.2 mm.  
 
In Figure 10 it is shown the electromagnetic and measured response of the filter shown in Figure 9. It is also depicted 
the circuit simulation of the equivalent circuit taking into account the parasitics and the ideal Chebyshev response. As 
can be seen, all responses are in good agreement, and the first spurious appears at approximately 2.3fc. 

 
Figure 10: Frequency response of the circuit of Figure 8. The values of the equivalent circuit are: C = 0.19 pF, L 
= 0.4 nH, Cs = 0.58 pF, L’s = 5.55 nH, C’p = 3 pF and L’p = 0.94 nH. 
 
4. CONCLUSIONS 
 
In this paper it has been demonstrated the possibility to implement composite right left handed transmission lines 
using the combination of OSRRs and OCSRRs. Moreover, it has been presented the design and fabrication of a 
wideband band pass filter as proof of concept demonstrator, which validates this approach. The possibility to enhance 
the bandwidth and selectivity with higher order filters is being investigated by the authors. 
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Abstract- Arrays of coaxial cavities in a silver slab are an angle-independent frequency selective 
structure in the optical wavelengths. We show that understanding major resonant effects can 
achieve a similar structure in the radar frequencies. We use a biperiodic boundary integral method 
to explain the resonances. We suggest a geometrical evolution of the coaxial cavities that presents 
an enhanced bandwidth under oblique incidence in TM polarization. 

 
1. INTRODUCTION 
A possible use for metamaterials and frequency selective surfaces (FSS) is the conception of radomes (cf. [1]). 
We are interested in radomes that show specific properties in the X band: similar behavior for both TE and TM 
polarizations, independence to the angle of incidence and wideband. Obtaining such properties with structures 
that are light and not too expensive is a challenge. 
In the optical frequencies, a structure that meets these requirements well is presented in ref. [2]: an array of 
square coaxial cavities made in a silver slab. The properties are stable with the angle of incidence and relatively 
similar for both polarizations. The transposition to radar frequencies is not straightforward. By using our own 
developed numerical code, based on a boundary element method and described in ref. [3] and [4], we study how 
the different resonances relate to the bandwidth. 
In section 2, we summarize the different resonant phenomena that influence the bandwidth. In section 3, we 
show that simple physical laws can be derived and explained with the help of the developed numerical code to 
describe the behavior of the array of coaxial cavities. Finally, in section 4, we suggest an evolutive profile of the 
coaxial cavities that creates an interesting transmitting behavior: nearly 100% on a 7% bandwidth in TM 
polarization under oblique incidence. 
 
2. IDENTIFYING THE RESONANCES 
In ref [2], an array of square coaxial cavities in a slab of silver is presented. At optical wavelengths, silver is not 
a perfectly conducting metal: the skin depth is not negligible and virtually enlarges the cavity (cf. ref. [5]). This 
results in a wide transmission band, but the transmission is not total. The transposition to the radar frequencies is 
not straightforward as perfect metals (Perfect Electrical Conductors, PEC) modify the resonant phenomena that 
create the band pass behavior: the transmission coefficient reaches 100% but the transmission band is much 
narrower (cf. [3], chap. 7), due to the absence of losses. The resonances must be correctly understood in order to 
choose the best geometrical parameters. In this paper, we study cylindrical coaxial cavities instead of square 
ones, as shown on Figure 1.  
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Figure 1: Unit cell of the array of cylindrical coaxial cavities for the optical wavelengths. 

In ref. [6], the coaxial waveguide modes are used to describe the fields in the cavities, in a mode-matching 
method of moments. But the cavities are of finite height and the coaxial waveguide modes (see e.g. [7]) can not 
very accurately describe the fields in the cavities. Nevertheless, the different involved resonances that explain 
the transmission peaks (cf. ref. [2] and [5]) are the Fabry-Pérot-like resonances due to coaxial waveguide modes. 
They can be identified by plotting the fields in the cavities or the (equivalent) currents on the interfaces of the 
model. Two of these resonances are of primary interest, as they appear at the lowest frequencies: 

• Fabry-Pérot-like resonance of order 1, due to the TEM mode. 
• Fabry-Pérot-like resonance of order 0, due to the TE11 mode, at the cutoff of the TE11 mode. 

The grating resonances (Wood’s anomalies) are usually to be avoided as we don't want high-order Floquet 
modes. 
 
3. INFLUENCES OF GEOMETRICAL PARAMETERS 
The coaxial waveguide modes that are involved in the resonances are affected by the finite height of the structure. 
Thus the analytical formulas for the cutoff frequencies and morphology of the modes are not accurate anymore. 
Here, we focus on the influence of the height of the structure. We set all the parameters as follows:  

• Lattice constants: Tx=Ty=8 mm 
• Inner and outer radii: Rint=2.13 mm and Rext=2.7 mm 
• Cavities filled with PTFE with refraction index n=1.58 without losses 
• Oblique incidence at 44° (kx=0.7) and 64° (kx=0.9) for frequencies from 8 GHz to 24 GHz, under TE (H) 

and TM (V) polarizations. 
The height of the structure is successively taken to 1mm, 2.5 mm, 5 mm and 10 mm. We calculate the bandwidth 
as a function of the height h. The variations can be explained by invoking the quality factor, Q, which is the 
inverse of the bandwidth, and it can also be defined as the ratio of the energy stored wcav in the cavity by the 
losses Prad/ω (cf. [8]): 

cavwres

cav

fQ
f P ω

= =
∆

                           (1) 

Under the assumption that the electromagnetic energy per unit of volume   is uniform in the cavity of volume 

V, then we have cavw V=  . Likewise, as the only possible losses are radiative losses on the apertures of the 

cavities, it is reasonable to expect that cavP ω  is proportional to the surface of the apertures: cavP ω = . 
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Thus, the quality factor is directly proportional to the height of the structure : 

Q h=



                           (2) 

Figure 2 shows how the approximation is relevant for both polarizations and all the angles of incidence. The 

value of 



 is different for each case. It is possible to adopt the same point of view to explain the modification 

of the resonance frequency, appearing at the cutoff of the TE11 mode (cf. [3]). The accuracy of the law becomes 
bad when the height tends to 0, when the waveguide vanishes. 

 
Figure 2: Influence of the height of the structure on the bandwidth. 

Other simple physical laws can be derived for different parameters and help choose the best parameters that achieve 
the desired bandwidth. The main drawback of this approach is that enlarging the bandwidth also increases the 
transmission efficiency of the filter out of the passing band, which should be near 0. A modification of the shape of the 
structure can be then explored to improve the transmission response. 
 
4. SUGGESTION OF AN EVOLUTIVE PROFILE OF THE CAVITIES 
From the last paragraph, we can deduce that arrays of cavities with a large aperture (Rext-Rint → Tx/2) are less 
selective than arrays of cavities with a small aperture (Rext-Rint → 0). We wondered if the analogy could be made 
with stacks of FSS, where it is advised to place the most selective ones in the centre of the stack and the least 
selective ones on each side of the stack. The array of coaxial cavities can then be considered as a continuous 
version of a stack of FSS: increasing its selectivity in the center would mean reducing the aperture (Rext-Rint) in 
the center of the cavity, as shown on Figure 3, where the geometrical parameters are given. The evolutive profile 
consists in arcs of circle in any vertical planes of symmetry of the cavity, which is filled with PTFE (n=1.58). 
The calculations are done in a extended X band, from 8 GHz to 15 GHz, under normal and oblique incidences 
(44° and 64°), for both TE and TM polarizations. 
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Figure 3: Geometrical parameters of the coaxial cavity with an evolutive profile. 

 

 
Figure 4: Transmission response of the array of evolutive coaxial cavities in TM polarization under oblique incidence 
(kx=0.9), compared to the responses of arrays of straight coaxial cavities with the narrowest, median and the largest 
apertures. 
 
The modification of the structure does not affect much the transmission responses under normal incidence or TE 
polarization (results not shown here, but in [3] and [4]). The changes are significant and interesting under oblique 
incidence in the TM polarization, as seen on Figure 4: there is nearly total transmission for almost 0.6 GHz and very 
low transmission out of the passing band.  
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Contrary to what we thought, it does not behave as a continuous variant of a stack of FSS, but the transmission 
response is due to a coupling between the resonances listed in paragraph 2, due to the modes TEM and TE11. 
 
5. CONCLUSIONS 
One of the purposes of this work was to show that our numerical code (included in Dassault Aviation's Spectre 
code) could be used to describe and study physical problems.  
The array of coaxial cavities with an evolutive profile show a nearly 100% transmission efficiency on an about 
7% bandwidth in the TM polarization under oblique incidence (64°). We have shown that the influence of the 
thickness of the film can be qualitatively explained. The large broadening of the transmission peak has been 
attributed to the coupling between two different coaxial cylinder modes. The structure could be improved by 
using optimization tools to find the best parameters. Moreover, a further study of the coupling between the 
modes should allow to clarify if the modes are in a strong coupling regime. 
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Abstract- Interweaving the elements of a frequency selective surface (FSS) is a technique that allows 
wideband frequency filtering as well as size reduction. FSS structures using this method are well suited 
to wireless indoor applications where the operating bands are spread over a wide spectrum. Interwoven 
square loop slots FSS have been designed, fabricated and measured. The FSS structure to be presented 
offers transparency at the emergency services band at around 400 MHz and suppresses most of the 
mobile and wireless bands up to 3GHz. The size of the unit cell developed is around 3% of the 
corresponding wavelength, significantly smaller than a half wavelength resonant dipole. 

 
1. INTRODUCTION 
Activity in the UHF band, dubbed the "sweet-spot" by OFCOM, has significantly increased in recent years and 
portable radio devices that make use of the GSM, 3G, WIMAX or Wi-Fi bands, such as cell phones and laptops, 
are prevalent in most environments, potentially leading to significant radio interference, spectrum overcrowding 
and signal security issues.  As a result, there is an increased interest in solutions that would allow for the 
management of such signals in buildings, among those, the incorporation of Frequency Selective Surfaces in 
walls, windows and doors [1, 2]. 
  This solution, however, comes with some challenges: the signals of interest have wavelengths that are 
comparable to the size of structures such was windows and doors and, for safety reasons, it is important that 
buildings be as transparent as possible in the bands used by emergency services (in Europe, such radio systems 
use the TETRA band, at a wavelength of approximately 75cm), requiring non-trivial frequency selectivity goals.  
In light of these two constraints, designing elements that are both versatile and of small footprint is of significant 
interest.  Works on fractal and convoluted elements have shown that they may be of some use to fulfill such 
goals and that their versatility can be further improved by way of interweaving techniques [3, 4].   
  In this paper, we consider the modification of a simple loop element by way of convolution and interweaving 
to obtain a wideband stop effect with only a band pass at TETRA frequencies. 
 
2. SQUARE LOOP SLOTS 
Recently, we have investigated the performance of small FSS arrays inserted in a partition wall separating two 
office type rooms [5].  The array sizes were 3 x 3, i.e. 9 elements located on a square lattice, 2 x 2, and also just 
a single element. Square loops in slot form were chosen for their dual polarised property and for simplicity.  To 
improve the roll-off between the transmission and reflection band, and more specifically to create a pass band for 
the TETRA band, two identical layers have been cascaded, to produce a double layer FSS with a minimal 
number of elements.  
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Figure 1 Fabricated 3x3 square slot array as it was mounted on the wall 
 

 

Figure 2 Measured transmission response at receiver distances of 1.5, 3.0 and 4.0m 
 
The dimensions of the square loop slot elements were: square side length D = 19.7 mm, slot width w = 1.0mm, 
periodicity p = 30cm and separation between the two layers S = 100 mm.  A 3x3 slot array was fabricated and 
measured.  The slots were etched into copper foil on a polyester substrate. The FSS was applied to a cement 
brick wall approximately 4m high and 5m wide, separating two rooms.  Metal sheets contiguous with the array 
foil extended the shield by a metre on all four sides, but beyond that, the wall was unshielded.  The transmitted 

Slot etched in thin copper 
flexible substrate 

Flexible, conductive 
 aluminium foil 

Metal sheet on wall 
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power measured at distances of 1.5, 3 and 4m from the wall is shown in Figure 2.  The signal source was placed 
1.5 metres from the centre of the FSS.  There is a clear pass band about 100MHz wide at the -3dB points, and 
150MHz wide between the -10dB points, elsewhere there is an isolation varying from about 15dB to 20dB with 
strong ripple generated by scattering via other propagation paths. 
 
3. INTERWOVEN SQUARE LOOP SLOTS AND POSSIBLE APPLICATIONS 
The square loop slots seen in the previous section are simple and dual polarized, but the footprint of the elements 
is significant and their large size and resulting periodicity not practical for all uses, and do not ensure angular 
stability.  A convoluted version of this element, improving upon compactness and stability, has been developed 
and is illustrated in Figure 3b, together with the original structure in Figure 3a. Each arm has eight stubs on each 
side. The length of the cross employed was l = 19 mm, the element periodicity p = 20 mm, the width of the slot 
in the simulations was w = 0.22 mm, the width of the stubs was c = 0.56mm, and their periodicity was 2c.  
 

 

Figure 3  Square loop (a), its convoluted equivalent (b) and its interwoven equivalent (c) 
 
  The transmission response of a convoluted loop in Fig.3a had a first resonant frequency at 1GHz and a second 
at about 2.75GHz, as seen in Figure 4. In the simulations, the -10dB widths were 68% and 11% respectively.  
The insertion losses were just below 2dB at the lower band and around 5dB at the higher one. The corresponding 
figure of merit is λ1/p = 15 and the efficiency of the loop L/λ1 = 2.1.  A real advantage of this structure is that 
adjacent elements can be interwoven, to modify the transmission response, as described in [3]: The unit cell of a 
convoluted square loop structure can be interwoven with its neighboring unit cell as shown in Figure 3c.  
Essentially, half of the cycle has been extended beyond the unit cell while the other half has been shortened to 
allow for the extended cycle from the adjacent cell. An array structure with dimensions (l = 19 mm, p = 20mm, c 
= 1.12mm and w = 0.22mm) similar to the equivalent convoluted square loop slot configuration represented in 
Figure 3b was fabricated and measured. The transmission response had peaks near 550MHz and 2050 MHz.  In 
the simulations, the -10dB widths were 126% and 6% respectively.  The measured insertion loss at the low 
band was about 1.8dB, but greater than 10dB at the narrow 2 GHz band pass.  Again, the transmission response 
simulated for plane wave illumination predicted well the behavior of the FSS.  There was a 45% reduction in 
the lower resonant frequency with respect to the original convoluted square loop, while the bandwidth increased 
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by a factor of 1.8. 
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Figure 4  Transmission response of convoluted square loop (Fig. 4b) 
 
  The dimensions of the interwoven element were scaled by a factor of 1.35 to encompass the 400 MHz 
emergency band employed for emergency services in Europe, while attenuating the higher section of the radio 
spectrum.  The fractional frequency range across the various forms of mobile communications is very wide, for 
example there is a 10 to 1 wavelength range between TETRA (400MHz) and WLAN (2.45GHz).  As a result, 
wideband performance is important for FSS designs at mobile frequencies.  As pointed out in [6], in the built 
environment relatively small interference attenuation can result in significant improvements in the system outage 
probability.  A 15dB increase in the carrier-to-interference ratio can reduce the outage probability by a factor of 
almost 30, and with an inverse square law approximation, just 10 dB reduces the cell separation required for 
frequency reuse by a factor of 3. 
  Figure 5 shows the wideband simulated and measured transmission responses.  In the simulation, there is a 
transmission peak at around 400 MHz with -10dB bandwidth extending from nearly 200MHz to 700MHz.  It is 
followed by two very narrow band resonant modes, at 1.5GHz and 2.1GHz, where the measured insertion losses 
are 10 dB and 18dB respectively.  Simulations using CST Microwave StudioTM showed very acceptable angular 
stability.  Between normal incidence, TE450 and TM450 there was no appreciable drift at 400MHz, although the 
two narrow pass bands drift in frequency between 1.4GHz and 1.55GHz, and from 2.1GHz to 2.3 GHz, 
consistent with [7]. 
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Figure 5  Transmission response of the interwoven element FSS (see Figure 3c), scaled by a factor of 1.35. 
 
4. CONCLUSIONS 
The dual-polarized designs presented here are based on convoluted loops.  The geometry of the convoluted 
square loop provides a further degree of flexibility in wideband design, enabling adjacent elements to be 
interwoven.  Here, interweaving decreased the resonant frequency by over 50% and increased the -10dB pass 
band width by over 60%.  An FSS specifically designed for mobile communications in the built environment 
attenuates the mobile and wireless bands between 700MHz and 3GHz while passing the general mobile radio 
systems (GMRS) in the USA, and the personal mobile radio systems (PMR446) and the emergency services 
TETRA band in Europe. 
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Abstract- A wideband reflector’s antenna based on quasi artificial magnetic conductor is proposed. 

To validate the design, an Archimedean spiral has been backed to this new reflector. In comparison 

to classical solution using absorbent material, the prototype presents a very low thickness of λ/15 at 

the lowest operating frequency and an improved gain over a 2.4:1 bandwidth. The whole 

methodology to design this reflector can be applied to other wideband antenna. 
 

1. INTRODUCTION 
The current trend for civilian as well as military applications needs low cost, compact and wideband 

antenna designs. It's a real challenge to gather all these requirements. Planar spiral antennas are widely used to 

fulfill the aforementioned specifications. An Archimedean spiral antenna located in free space radiates a 

circularly polarized bi-directional beam. In most applications, this bi-directional beam must be transformed into 

a unidirectional beam. A classical solution consists in backing a cavity filled by an electromagnetic (EM) 

absorber behind the radiating element. Thus the lossy cavity suppresses the backward radiation and preserves the 

inherent wideband properties. However, the antenna is bulky and loses one half of the radiated power [1]. 

Another approach consists in taking advantage of the backward radiation by reflecting it in-phase with the 

forward radiation thanks to an artificial magnetic conductor (AMC) [2]. Such periodic surfaces enabling the 

radiating element to be closely placed to the ground plane without deterioration of the antenna performances. 

These surfaces have already demonstrated their abilities as reflector to improve antenna performances [3]. 

Nevertheless their properties occur within a narrow frequency bandwidth. 

In this work, we present an antenna reflector based on AMC theory call QAMC reflector. Unlike traditional 

periodic AMC structures, only a few numbers of elementary cells are used. We propose to compare its 

performances with the classical solution based on absorber by using an Archimedean spiral as radiating element. 

 

2. ARCHIMEDEAN SPIRAL 
A two-wire Archimedean spiral antenna is designed to achieve wideband properties [4]. The active area in 

free space of such a spiral is defined as D=λ0/π where D is the diameter and λ0 the wavelength in free space. The 
inner diameter and the outer diameter are respectively Din=6.3mm and Dout=300mm which theoretically define 

the highest and the lowest frequencies fhigh=15GHz and flow=0.3GHz. The spiral arms are spaced at a distance 

equal to the arm width to produce a self-complementary structure and thus maintain broadband characteristics. 

The width of the spiral arms is warm=1.25mm. The spiral is printed on a RT5880 substrate with a thickness 

hsub=1.575mm and the relative dielectric constant εr=2.2. 

The antenna is fed at the center of the spiral through a broadband tapered balun. It's required to transform the 

impedance Zspi=160Ω presented by the balanced line of the spiral to the unbalanced line of the coaxial connector 
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where Zsma=50Ω. Fig. 1(a) shows the photograph of the f

dimensions are 300mm × 60mm. In this study we focus on the reduction of 

considering the feeding network. Simulation and measurement of the

balun is loaded by a CMS resistor R=160

based on the finite integrals method

0.3-14GHz bandwidth. 

 
    (a)    

Fig.1: (a) Photograph of the two sides of the balun

 

3. CONFIGURATIONS AND REALISATION
Fig. 2 displays the side view of 

above a lossy cavity completely filled by an EM absorber

employed as absorbing material with a height h

used as the reference to evaluate the benefits provided by the proposed structure. 

      (a)  

Fig.2: Configurations of the antenna: 

 

Then, the spiral is backed with the QAMC reflector, referred to as AS

and place the QAMC surface close to the spiral using 

to short-circuited the spiral by the ground plane proximity, the QAMC reflector diameter is reduced to 

Damc=100.8mm and absorber is put all around it. Moreover an air layer, h

inserted between the top of the AMC substrate side and the bottom of the spiral substrate to avoid a strong 

coupling between patches and spiral.

 

shows the photograph of the face-up and face-down of 

60mm. In this study we focus on the reduction of the antenna's height without 

Simulation and measurement of the return loss is given 

resistor R=160Ω. Simulations have been performed with CST Microwave Studio 

nite integrals method [5]. We notice a good agreement and a good impedance matching through a 

   
          

Photograph of the two sides of the balun     (b) Return loss

AND REALISATION  
side view of two studied structures. The previous Archimedean 

above a lossy cavity completely filled by an EM absorber. An Emerson & Cumin

as absorbing material with a height habs=55.26mm. This configuration, referred to as AS

used as the reference to evaluate the benefits provided by the proposed structure.  

       (b) 

tions of the antenna: (a) ASref: with the lossy cavity, (b) ASQAMC: 

Then, the spiral is backed with the QAMC reflector, referred to as ASQAMC. Metallic wedges allow us to adjust 

and place the QAMC surface close to the spiral using the same antenna support. At low frequency, in order not 

circuited the spiral by the ground plane proximity, the QAMC reflector diameter is reduced to 

=100.8mm and absorber is put all around it. Moreover an air layer, hair=4mm≈λ
inserted between the top of the AMC substrate side and the bottom of the spiral substrate to avoid a strong 

coupling between patches and spiral. 

of this printed circuit whose 

the antenna's height without 

is given by Fig. 1(b) when the 

performed with CST Microwave Studio 

e notice a good agreement and a good impedance matching through a 

 
(b) 

Return loss of the loaded balun 

Archimedean spiral (AS) is placed 

Cuming type AN-79 Ecosorb is 

This configuration, referred to as ASref, will be 

 

: with the QAMC reflector 

. Metallic wedges allow us to adjust 

the same antenna support. At low frequency, in order not 

circuited the spiral by the ground plane proximity, the QAMC reflector diameter is reduced to 

λ0/28 at 2.7GHz and εr=1, is 

inserted between the top of the AMC substrate side and the bottom of the spiral substrate to avoid a strong 
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The geometry of the QAMC reflector is shown in Fig. 

gap between the adjacent patches is

band in which the AMC behavior occurs

model an infinite array. The principle consists in illuminating it by an incident plane wave. The dimensions have 

been chosen to obtain a zero-phase reflection around 2.

Fig.3: QAMC top view    

 

It's composed of a planar array of only 

dielectric slab. The parameters of the 

constant εr=2.5. Fig. 5 shows the ph

surface area is larger than the radiating element. Contrary to this 

case since we have Dout≈3.Damc and the total number of cells is reduc

but quasi-periodic. As mentioned in [7], few studies deal with the required periodicity to realize a low profile 

antenna whereas one of the most noteworthy features of an AMC structure is its periodicity.

      (a)  

Fig.5: (a) The QAMC reflector inserted inside an absorber ring, (b) The whole antenna

 

3. RESULTS AND DISCUSSION 
We analyze the characteristics of 

the ASQAMC case are also presented.

return loss less than -10dB from 0.5GHz to 5GHz

                                                                                         

reflector is shown in Fig. 3. The length of each square pa

is g=2.65mm. The reflection phase method is used to identify 

band in which the AMC behavior occurs [6]. The unit cell is surrounded with periodic boundary conditions to 

te array. The principle consists in illuminating it by an incident plane wave. The dimensions have 

phase reflection around 2.7GHz (Fig. 4). 

  

     Fig.4: Reflection phase diagram

only 4x4 square metal patches without vias printed on a grounded 

The parameters of the QAMC's substrate are its thickness hamc=6.26mm and the relative dielectric 

shows the photographs of the realized antenna. Most authors use AMC reflector whose 

surface area is larger than the radiating element. Contrary to this commonly configuration, we 

and the total number of cells is reduced. The proposed structure is not periodic 

As mentioned in [7], few studies deal with the required periodicity to realize a low profile 

antenna whereas one of the most noteworthy features of an AMC structure is its periodicity.

   
          

reflector inserted inside an absorber ring, (b) The whole antenna

 
the characteristics of the two antenna configurations presented above

 Fig. 6 indicates that the antenna exhibits a good impedance matching with

10dB from 0.5GHz to 5GHz. 

                                                                                          

square patch is w=17.35mm and the 

. The reflection phase method is used to identify the frequency 

. The unit cell is surrounded with periodic boundary conditions to 

te array. The principle consists in illuminating it by an incident plane wave. The dimensions have 

 

Reflection phase diagram 

printed on a grounded CuClad 250 

=6.26mm and the relative dielectric 

Most authors use AMC reflector whose 

configuration, we are in the opposite 

ed. The proposed structure is not periodic 

As mentioned in [7], few studies deal with the required periodicity to realize a low profile 

antenna whereas one of the most noteworthy features of an AMC structure is its periodicity. 

 
 (b) 

reflector inserted inside an absorber ring, (b) The whole antenna 

igurations presented above. Simulations results for 

s a good impedance matching with a 
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Fig.6: Return loss versus frequency      Fig.7: Broadside gain (RHCP) versus frequency 

 

 

Fig.8: Broadside gain (LHCP) versus frequency   Fig.9: Radiation patterns at 0.8GHz and 1.2GHz 

 

 

Fig.10: Radiation patterns at 2.8GHz and 3.6GHz   Fig.11: Radiation patterns at 4.4GHz 

 

The broadside gains for both co-polar and cross-polar components are respectively displayed on Fig. 7 and Fig. 8. 

We particularly observe the effect of the QAMC reflector in Fig. 7. We adopt the following criterion: the QAMC 

band is defined as the frequency band where the antenna gain with ASQAMC is greater than ASref. This band 

occurs from 1.65GHz until 3.9GHz which represents a 2.4:1 bandwidth. In this band, we notice that ASref and 
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ASQAMC curves follow the same behaviour with a 2dB offset in average. The manufactured antenna with ASQAMC 

has an attractive thickness of only 11.835mm which is equal to λlow/15 where λlow is the free space wavelength at 

the lowest frequency. In comparison, the ASref presents at the same frequency a total thickness of λlow/3.2. 

Fig. 8 brings us information about the axial ratio. We note that from 0.5GHz to 3.2GHz the cross-polar gain of 

the ASQAMC is comparable to those realized by the ASref. All these graphs also highlight a good agreement 

between measurements and simulations for the ASQAMC case. 

We can draw a parallel between these observations and those of Fig. 4. The middle of the QAMC band is 

centered near the zero phase-shift frequency 2.7GHz. Moreover, if we consider the co-polar and cross-polar 

gains, a useful frequency band appears between 1.65GHz and 3.2GHz. This frequency band corresponds to a 

reflection phase in the range 0 ± 120° which is wider than those commonly used of 0 ± 90° [2]. 

Several Right Handed Circularly Polarized (RHCP) radiation patterns of the ASref and ASQAMC are plotted in Figs. 

9, 10 and 11. They represent the cut for phi=0° for different frequencies The radiation patterns of ASQAMC are 

stable and smooth excepted at 4.4GHz  

 

4. CONCLUSIONS 
In this communication a reflector based on AMC theory is investigated by measurements and simulations. 

We show that periodicity and vias are not necessary to achieve wideband and low profile properties. The antenna 

with the proposed structure presents attractive features. The overall height has been reduced to λlow/15 at 

1.65GHz and the gain has been increased in a 2.4:1 bandwidth in relation to the reference case. Good impedance 

matching is obtained over a 10:1 bandwidth. Furthermore realization is entirely planar for easy fabrication which 

implies a low cost process. The same design procedure can be employed with other wideband radiating element. 

A new prototype with fewer number cells will be realized to yield additional information about the required 

periodicity. 
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Abstract- This paper focuses on the eigenmode and array scanning approaches for the numerical 

analysis of wideband metamaterials with the help of the Method of Moments. The aforementioned 

approaches are exploited for three different applications: design of a ground plane, which behaves as a 

magnetic conductor that supports leaky waves, wire-medium metamaterial that ensures collimation of 

images as part a of magnetic resonance imaging system and extension of the wire-medium metamaterial 

to optical frequencies.       

 

1. INTRODUCTION 

Metamaterials are –often periodically- structured materials that exhibit extraordinary behavior within some 

frequency ranges. The extraordinary behavior is very often due to resonant particles, which often create very 

strong fields within a narrow bandwidth when confined to small volumes with respect to wavelength. The strong 

fields can lead to efficiency problems when the constitutive parameters are not perfectly lossless, while 

bandwidth limitations may narrow the range of applications. A possible route to overcome these limitations is to 

distribute the resonances over large domains by coupling the resonant particles with each other or to lengthen the 

domains over which resonance occurs. In this paper, we will present three applications of wide-band 

metamaterials with a special focus on the numerical analysis with the help of Method of Moments (MoM).  

In Section 2, we analyze eigenmodes for complex phase shifts which may be necessary to design surfaces to 

realize wide-band, low-profile antennas. For example, the ground plane located directly below the antenna 

behaves as a surface that supports leaky waves as exploited for the antenna in Figure 1.a [1].  In Section 3, we 

study the isofrequency curves of a wire-medium (WM) metamaterial that ensures the collimation of images [2] 

as part of a magnetic resonance imaging (MRI) system as shown in [3] through experimental results. Based on 

these isofrequency curves, we distinguish the frequencies at which eigenmodes appear and reach a conclusion on 

the exploitable frequency bands [4]-[5]. In Section 4, we study the WM metamaterial in the optical frequency 

range where metals may have negative permittivity and can also be substantially penetrable. This leads to 

different phenomena [6] which may find applications in sub-wavelength optical imaging [7]. When periodic 

structures are excited by non-periodic sources, one may apply the Array Scanning Method (ASM), which 

replaces the non-periodic problem with an integral superposition of periodic problems. The integration is 

performed over the phase shifts between adjacent elements of the structure from 0 to 2π and requires the 
numerical solution of periodic sub-problems by the MoM [8]-[9]. With the help of the Array Scanning Method 

(ASM), we produce the Point Spread Function of a doubly periodic, nanorod array with complex permittivity 

(with negative real part) excited by an electrical point source to investigate collimation effects. Finally, 

conclusions are drawn in Section 5. 
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2. AMC-LEAKY WAVE SURFACE: EIGENMODE ANALYSIS 

In [1], we observed that the radiation patterns of a double-dipole antenna placed above a periodic artificial 

magnetic conductor (AMC), consisting of a back-grounded array of patches, split at broadside near and beyond 

the AMC resonant frequency, which limits the useful bandwidth of the design. Figure 1.a provides the broadside 

directivity for a double-dipole antenna placed above both a 6x6 periodic AMC and a rectangular non-periodic 

structure like the one shown in Figure 1.b. We can clearly see the directivity improvement obtained with the 

non-periodic surface, especially at frequencies beyond the AMC resonance. 

 

                                (a)        (b) 

Figure 1. (a) Broadside directivity for a double-dipole antenna placed above both a 6x6 periodic AMC and a 

rectangular non-periodic structure; (b) A wideband antenna over an AMC/leaky wave surface. 

The ground plane located below the double-dipole antenna in Figure 1.b behaves as a magnetic conductor and as 

a leaky wave structure at the same time. The patches just below the antenna provide the magnetic conductor 

behavior, and the patches that decrease gradually away from the center transform the surface into a leaky-wave 

surface. We have performed an eigenmode analysis of the surface described in Figure 2(a) with the help of a 

Method of Moments (MoM) approach. An extension of it has been developed to search for the leaky modes 

traveling along the surface. The patches are Lpx=2.25 mm x Lpy=3 mm, they are separated by a 0.5 mm gap and 

at 1 mm height from the backing ground plane. Figure 2.b contains the dispersion diagram in the ГX path of the 

Brillouin zone [10]. It is important to notice the presence of leaky modes that radiate near broadside (closer to 

the Г point) instead of near-grazing angles (as is the case for a rectangular surface with square patches). The 

radiation of these leaky waves will contribute to the directivity of an antenna employing such surfaces. This 

means that the gradually-decreasing patches of the non-periodic design in Figure 1(b) create a surface that 

supports leaky waves that contribute constructively to the broadside radiation of the whole design, helping to 

recover the broadside directivity. 

3. WIRE-MEDIUM METAMATERIAL FOR MRI: EIGENMODE ANALYSIS 

We have recently developed a wire-medium (WM) metamaterial that ensures the collimation of MRI images, 

which opens new prospects in MRI to realize more reliable devices devoted to medical imaging. The WM has a very 

wide bandwidth disrupted by some frequencies at which transferred images are uncollimated. We propose to 

analyze this anomalous behavior with the help MoM which employs doubly periodic Green’s function. In this 

aim, we compute the magnetic field transferred through a WM with the help of the Array Scanning Method 

(ASM) [8]-[9]. The geometrical configuration employed is presented in Figure 3.b, the unit cell consists of 2x2 

wires, the the source employed is a small dipole, on the other side the magnetic field is observed with the help of  

511



                                                                                          

 
                           (a)                  (b) 

Figure 2. The dispersion diagram in the ГX path of the Brillouin zone (b) obtained from the eigenmode analysis of 

the structure in (a), Lpx=2.25 mm x Lpy=3 mm. 

 

 
Figure 3.  (a) Principle of the wire medium, (b) Unit cell used for the infinite array analysis. 

 

Figure 4. Component of the magnetic field along x, in the XY plane, obtained with a 5x5 ASM and within a unit cell 

comprising 2x2 strips. Arbitrary units. 

testing functions on the image plane. Figure 4 shows the magnetic field transferred for different operational 

frequencies by using the ASM, involving 5x5 unit cells. It can be seen that for certain frequencies, the magnetic 

field is uncollimated while for the other frequencies the field is neatly collimated.  

This behavior may be explained by the existence of eigenmodes that may appear for frequencies below which 

the length of the structure is half a wavelength (in our case 123MHz) [4]-[5]. More precisely, the eigenmodes 

can be identified by determining for which inter-elements phase shifts along x and y directions, Ψx and Ψy, 

respectively, and for which frequencies the determinant of the MoM matrix is zero (or below a given threshold). 

Isofrequency curves are given in Figure 5 for frequencies from 115 MHz to 123 MHz, which lie in the zone 

where the anomalous behavior appears. We can see that for frequencies below 123 MHz the determinant of the 

impedance matrix tends toward  for certain (Ψx ,Ψy), illustrated by the dark lines in the first two plots. This 
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means that an eigenwave for these phase shifts may propagate transversally in the wire medium (XY plane) and 

perturb the transmission along the z direction. In MRI, this range of frequencies must be avoided in order to 

preserve a realiable field transfer.  

 
Figure 5. Iso-frequency curves for various frequencies (normalized) computed with the MoM. The plotted quantity is 

the determinant of the MoM impedance matrix. Dark blue lines correspond to the lowest values and indicate 

eigenmodes. 

4. WIRE-MEDIUM METAMATERIAL AT OPTICAL FREQUENCIES: ARRAY SCANNING 
APPROACH 

In this section, we exploit the ASM to compute the scattered electric field from a doubly periodic infinite array 

of nanorods with complex permittivity excited by a single point source in the optical frequency range. The unit 

cell of the infinite array of nanorods with size a=λo/5 is shown in Figure 6.a where the wavelength at the 

frequency of operation is  λo=400 nm. The rod has length L=λo/2 and circular cross section with diameter D= 

λo/40.The source excitation is simulated by a single rooftop basis function on a rectangle centered at the source 

point, which is located at (0,0,-a/2), with an x̂ -directed electric current density of unit amplitude. The scattered 

field is tested on an infinite plane which extends in x and y directions placed at a distance of a/2 from the infinite 

array. The unit cell of the observation plane, which extends in x and y directions consists of 8x8 rooftop basis 

functions in x and y directions. First, the infinite array solution is obtained for inter-element phase shifts 

Ψx,p=p(2π/N), Ψy,q =q(2π/N), for M=N=18 where p=0,1,…,(M-1), q=0,1,…,(N-1). Next, we superimpose the 

infinite-array solutions in the ASM to obtain the scattered electric field for an excitation source located every M 

cells along x and every N cells along y [8]-[9]: 
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We observe the x component of the scattered electric field on a portion of the observation plane, which includes 

18x18 unit squares shown in Figure 6.a. Figures 6.b, 6.c and 6.d show the field distributions for the periodic 

nanorod arrays with dielectric constant εr-=-10-j10; -10-j100; -10-j1000, respectively. Hence the skin depth of the 

structures considered for Figures 6.b, 6.c and 6.d is approximately 0.225 λo, 0.071 λo, 0.022 λo, respectively, which 

correspond to 9 D, 3.15 D and 0.88 D where D is the diameter of the nanorod. With increasing conductivity, the 

diameter of the nanorod gets closer and becomes comparable with the skin depth. Thus the scattered field distribution 

becomes more focused at the center of the observation plane where the source is located. In Figure 6.b, the 3 dB 

width of the field distribution covers almost 3 unit cells along x direction, while it covers almost 2.5 and 2 unit cells 

in Figures 6.c and Figures 6.d, respectively 
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(a)                 (b)                            (c)                             (d) 

Figure 6. Electric field distribution in x direction for a doubly periodic array of nanorods in (a) with dielectric 

constant (b) εr-=-10-j10, (c) εr-=-10-j100; (d) εr-=-10-j1000. 

 

Here, we investigate the y component of the total magnetic field tested at the midpoint between nanorods both in the 

spectral and spatial domains. The upper plots in Figure 7 show the magnitude of the field obtained for 18x18 

uniformly distributed (Ψx ,Ψy) pairs in [-π,π) range. The lower plots correspond to the total field distribution in the 

spatial domain where the observation plane includes 18x18 unit cells. Three pairs of plots are given for dielectric 

constants εr-=-10-j10, -10-j100, -10-j1000 in the respective order. As the skin depth becomes comparable to the 

diameter of the rod, the field distribution becomes more focused around the testing point as we have observed before. 

In the spectral domain, this corresponds to the singular behavior of the field around the boundary of the visible space 

which leads to oscillations at the free space wavelength as the conductivity decreases. 

 .   

                          (a)                     (b)                      (c) 

Figure 7. Magnetic field observed along y direction at the midpoint between nanorods in the spectral (lower plots) 

and spatial (upper plots) domains for dielectric constant (a) εr-=-10-j10, (b) εr-=-10-j100, (c) εr-=-10-j1000.  

5. CONCLUSIONS 
Eigenmode analysis and ASM have been exploited to analyze and design wideband metamaterials using MoM. 

Both approaches rely on scanning periodic problems over the whole reciprocal space (both in visible and 
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invisible region). Eigenmode analysis has been employed to search for the leaky modes traveling along the 

ground plane below an antenna which contribute constructively to the broadside radiation of the whole design, 

hence providing wider bandwidth. Eigenmode analysis has also been found to be useful to study image transfer 

through a wire-medium metamaterial as a part of an MRI system. It is shown that for certain frequencies and 

inter-element phase shifts eigenwaves may propagate transversally in the wire medium (XY plane) and perturb 

the transmission along the wire medium Finally, the ASM has been used to analyze the distribution of fields 

from a doubly periodic nanorod array with complex permittivity excited by a single source at optical frequencies. 

The field distribution points to a focusing effect as the skin dept becomes comparable to the diameter of the rod.  
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Abstract- We report on the fabrication and optical properties of thin metal films periodically patterned 

with square hole arrays of 2 micron pitch, which behave as substrateless plasmonic devices at 

mid-infrared frequencies. Large (3x3 mm2) meshes were fabricated by metallizing a patterned silicon 

nitride membrane. The mid-infrared spectra display resonant absorption lines with a Q-factor up to 22 in 

both transmission and reflection, due to the interaction of the radiation with surface plasmon modes on 

both faces of the film, allowed by substrate removal. The devices can be used to fabricate surface 

plasmon-based chemical sensors employing mid-infrared radiation. 

 

1. INTRODUCTION 

The frequency-dependent optical properties of thin metal films can be tailored by patterning them at 

sub-wavelength periods, to produce photonic devices in the infrared (IR) range and beyond1. Patterned metal 

films-on-substrates (mostly square lattices) have been also fabricated to study resonant surface plasmons (SP)1-5 

or metamaterial properties6-8. For the wavelength range λ = 2-10 µm (mid-IR), which is of high interest for 
spectroscopy as it comprises the fingerprints of biomolecules and gases, lithographic techniques are employed to 

pattern evaporated thin metal films with structures of few-micron periods and sub-micron precision (polarizers9, 

filters, waveguides10). More recently, mid-IR spectroscopic sensor applications based on surface plasmons (SPs) 

are being considered: for example, a mid-IR SP-sensor based on a non-patterned metal film on a prism substrate 

plus a quantum cascade laser (QCL) has been proposed11, exploiting the great sensitivity of the resonant SP 

optical properties to the refractive index of a dielectric medium deposited at the film surface. However, resonant 

SP modes are strongly affected by the presence of the substrate on one side of the thin metal film, as the 

symmetry between the two faces of the film is broken3. As a consequence, the interaction between SPs on the 

two faces is not resonant any more so that the resonance Q-factor and the sensing capability are strongly 

reduced12-14. Indeed, in the far-IR range, properly designed substrateless metal meshes with pitch of 76 µm have 

been used to obtain narrow SP resonances15, whose frequency position shifts as a function of the amount of 

material deposited on the mesh. The frequency shift can be measured in simple transmission geometry with a 

blackbody source and a compact spectrometer. In the mid-IR a blackbody source emits more power than in the 

THz range and both uncooled QCLs and sensitive detectors are available to realize a compact spectrometer. In 

this framework, it is important to develop a technique to fabricate truly substrateless thin metal films for 

metamaterials and other advanced IR-photonic devices, and in particular micrometric-pitch substrateless metal 

meshes for SP-based sensing applications.  

In this paper, we present a technique to fabricate meshes made of evaporated thin metal films, behaving as 
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substrateless devices from the optical point of view. By using electron beam lithography (EBL), we could 

fabricate large area (3x3 mm2) metal meshes with lattice period g = 2.00 µm and sharp square holes of side g/2 

(see inset of Fig. 3). We then used Fourier-transform spectroscopy (FT-IR) to measure the spectrum of resonant 

SP modes in the mid-IR. We will show that the substrate removal allows the resonant coupling of SPs on both 

faces of the film, so that they display symmetry along the direction orthogonal to the mesh plane. In particular, 

we studied antisymmetric resonant SP modes (a-modes) at non-normal incidence with high Q-factor. The 

a-modes display simultaneous charge displacement of opposite sign on the two surfaces of the metal film and 

were previously observed at far-IR/THz frequencies on free-standing metal meshes with periods of hundreds to 

tens of micrometers13-15. In this paper we show that, due to both a Q-factor up to 22 and a featureless 

wavelength-dependent background, the a-modes are especially suitable for metal mesh sensor applications in the 

mid-IR. 

 

2. SAMPLE FABRICATION AND EXPERIMENTAL SET-UP 
The mesh fabrication process starts with a <100> silicon wafer covered on both sides with a low-stress, 1 

µm thick silicon nitride (SiN) layer. On the front side of the wafer we used EBL followed by dry Reactive Ion 

Etching (RIE) to obtain the desired pattern on the SiN layer together with alignment markers. A double-side 

optical mask aligner and a second RIE step are used to obtain clear windows, aligned with the front pattern, on 

the back SiN layer. A KOH solution (23% in deionized water at 80 °C) is used to etch the Si wafer underneath 

each pattern and hence obtain a free-standing SiN mesh. 150 nm of Al are then evaporated on SiN to produce the 

metal mesh. The main advantage of this technique over standard metal film-on-membrane4, 6 is that the metal 

film needs not to be patterned. As a reference for the optical properties, we fabricated the same mesh pattern on a 

second double-side polished Si wafer. 

The mid-IR transmittance and reflectance were measured in an evacuated FT-IR interferometer (Bruker 

IFS66v). The radiation was linearly polarized along one side of the squares. The sample was positioned in the 

focus of an f/4 parabolic (ellipsoidal) mirror and the transmitted (reflected) beam was collected by a twin mirror. 

Only the radiation transmitted at an angle close to the incidence angle was then focused into a HgCdTe mid-IR 

detector. 

 

3. EXPERIMENTAL DATA 
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FIG. 1 (color online) Mid-IR transmittance at normal incidence of (a) the substrateless metal mesh 

compared to (b) the same mesh fabricated on a silicon substrate. Dashed lines mark the position of Wood’s 

anomalies calculated with Eq. (1) (see text) for silicon, vacuum and silicon nitride . 
 

Fig. 1 shows the normal-incidence transmittance of two identical meshes, one fabricated on a Si substrate 

(Fig. 1b) and the other fabricated with our substrateless technique (Fig. 1a). Both spectra display extraordinary 

transmission peaks related to the excitation of SPs2-5, 7 and several dips related to energy loss into modes 

diffracted at grazing angle (Wood’s anomalies16). Apparently, the number and the frequency position of 

peaks/dips strongly depend on the presence of the substrate. The frequency of Wood’s anomalies (narrow dips) 

for a square lattice is given by: 
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where ε 1/2 is the refractive index of the material in which the diffracted beam propagates and (i, j) are integer 

values defining the two-dimensional diffraction order. In Fig. 1, dashed lines indicate the calculated frequency 

for the first eight diffraction orders in Si (ε = 11.6), the first order in vacuum (ε = 1) and in SiN (ε = 4.0). We 

observe that at least the first four orders diffracted in Si and the first order diffracted in vacuum perfectly match 

the frequencies measured in the mesh-on-Si spectra, as observed before on similar samples3-5. Concerning the 

substrateless mesh, there is a broad step corresponding to the (1,0) order in vacuum. However all the other 

features do not correspond to orders diffracted in vacuum, nor into a SiN substrate. Since the SiN membrane is 

patterned by holes, it plays no role in the propagation of mid-IR radiation. We can therefore conclude that our 

mesh is indeed substrateless as far as optical properties are concerned. Note that, at odds with the mesh-on-Si, 

the substrateless mesh displays a smooth, featureless transmittance in the 3.5 - 10 µm wavelength range, i.e. in 

the molecular fingerprint region. 

Extraordinary transmission peaks have been interpreted as coherent re-emission of excited SP modes with 

wavevectors matching the lattice periodicity. The peak frequencies are calculated from a free SP dispersion 

unperturbed by the presence of holes, for each of the two faces of the metal film:  
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where εM is the dielectric constant of the metal, which is negative and much larger than unity at mid-IR 

frequencies. As a result, the peaks appear at frequencies slightly lower than the Wood’s anomalies3. Peaks at 

4700 cm-1 in both Fig. 1a and 1b, and at 1430 and 2010 cm-1 in Fig 1b are in good agreement with Eq. 2 if we set 

ε = 1 (11.6) for the metal-vacuum interface (metal-Si interface) respectively. Features above 5000 cm-1 can be 

instead attributed to diffraction effects. 

Surprisingly enough, the main peak of the substrateless mesh spectrum at ϖ = 3850 cm-1 remains out of this 

assignment. Once again we can exclude an effect of the SiN membrane, as the nearest frequencies calculated 

from Eq. 2 are ϖSiN(1,1)= 3530 cm-1 and ϖSiN(2,0)= 4920 cm-1. We must then conclude that the unperturbed SP 

dispersion (Eq. 2) does not hold for the substrateless mesh in the mid-IR. Full electromagnetic treatment of SPs 

in a periodic lattice, developed for far-IR metal meshes14, including a coupling of SPs between the metallic film 
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faces and a periodic perturbation term due to the presence of holes (Bloch’s theorem), leads to two main 

consequences: i) a gap opens at the plasmonic Brillouin zone edge and two symmetric (s-) mode frequencies 

exist at normal incidence producing the two peaks at 3850 and 4820 cm-1 in Fig. 1a; ii) the degeneracy between 

s- and a-modes is removed and the s- and a-modes appear at different frequencies. Therefore, the a-modes can be 

easily isolated in the substrateless metal mesh. 

 

FIG. 2 (color online) (a) Ratio of transmittance at oblique and normal incidence for in-plane (TM) and 

out-of-plane (TE) polarized radiation in the case of substrateless mesh (the measurement geometry is indicated 

in the inset). In the TM spectra, the dip close to λ = 2g indicates resonant absorption by surface plasmons 

guided on the mesh (leaky mode). Frequency shift as a function of incidence angle in the TM polarization, due to 

leaky mode dispersion, for both transmittance (b) and reflectivity data (c). 

 

For radiation impinging at an angle θ and polarization parallel to the incidence plane (TM-polarization), the 

radiation has a field component orthogonal to the mesh plane. In the TM polarization, the dipole moment of 

a-modes can be directly excited, as it is also orthogonal to the mesh plane (leaky mode, directly coupled to the 

radiation). This condition is satisfied by measuring the transmittance T(θ) of the substrateless mesh at an angle θ 

with respect to the beam direction. Indeed the a-mode, not visible at normal incidence, clearly appears around 

2500 cm-1, as shown by the transmittance ratio T(θ) ��/T(0°) in Fig. 2a.  The dip becomes sharper and shifts to 

lower frequency for increasing |θ|, while an overshoot appears due to a Fano interference between the directly 

transmitted beam and radiation re-emitted by the excited leaky modes. This trend has been confirmed by the 

reflectivity R as observed in Fig. 2c. The Q-factor of the resonance is ~ 22, much higher than that of 

extraordinary transmission peaks (Q-factor of ~ 6). This is due to the flat dispersion close to the Brillouin zone 

edge14 caused by coupling between the SPs of the two faces of the metal film. The substrate removal provides 

then a resonant absorption with a remarkable Q-factor and far from other resonances, with a certain degree of 

mechanical tunability, which is an ideal building block for sensor design11.  
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FIG. 3 (color online) Extinction coefficient (left axis) and refractive index (right axis) computed from the 

data at θ�= 20° in Fig. 2. A sharp peak (dip) is observable in k (n) for the TM polarization only (solid line). Inset- 

Scanning Electron Micrographs of the substrateless grid that covers a 3x3 mm2 area. The sharp corners of the 

square geometry are due to the EBL technique employed. A Si frame sustains a patterned SiN membrane on top 

of which an Al layer is deposited. 

 

In order to prove the coupling of the mid-IR radiation with surface plasmons we have calculated the effective 

refractive index of the mesh. On this aim the mesh has been considered, i.e. a sub-wavelength patterned system 

which behaves as a homogeneous medium with respect to an incident beam. The complex phase of both the 

transmission and reflection coefficients was obtained from their absolute values by means of the 

Kramers-Kronig transformations, neglecting multiple reflections inside the mesh, as allowed by the fact that R~1 

and T~0 around 2500 cm-1. Using the formulas provided in Ref. [17], we computed the effective refractive index 

n and extinction coefficient k for both TE and TM polarization which are displayed in Fig. 3 for θ = 20°. For the 
TE polarization no significant feature is observable neither in n nor in k, and their values are comparable to that 

of bulk Al. On the contrary, for the TM polarization n shows a dip and k a peak at approximately 2500 cm-1. The 

peak in k is a clear indication of energy absorption by the plasmonic a-mode. Energy-absorbing SP modes 

produce local field enhancement in a region within few wavelengths from the surface2, resulting in a strong 

interaction between SPs and a dielectric medium in contact with the metal. This implies a modification of the s- 

and a- mode dispersion, and hence of their resonant frequency [14].  

The observable shift of the a-mode frequency can be used as a sensing mechanism of a small amount of any 

substance deposited on the mesh, a robust method if compared to the direct measure of very weak absorbance 

signals. This results in a sensitivity only limited by the resolving power of the spectrometer. Moreover, at odds 

with conventional plasmonic approaches involving non-patterned films11, the sensing capability does not 

necessarily require resonant absorption of the target substance at mid-IR frequency, as the resonance is provided 

by the mesh structure. These ideas have been already applied in the THz range as reported in Ref. 15, where 

small variations in the average refractive index of the dielectric medium could be revealed by a free-standing 

metal mesh. With the present micrometric mesh, the same kind of sensor could be built in the more accessible 

mid-IR range. 
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4. CONCLUSIONS 
In conclusion, we fabricated and optically characterized substrateless sub-wavelength metal structures with 

periods in the few-micron range. We performed full spectroscopic analysis of SP modes in the mid-IR. Due to 

substrate removal, resonant absorption was obtained at design frequencies with a Q-factor up to 22 in a broad 

mid-infrared frequency window with high transmittance and free of other spectral features. The technique here 

presented can be used to fabricate mid-infrared sensors and metamaterials. 
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Abstract- In this paper we compare the sensitivity of the plasmonic peak position deviation with the 
surrounding media for two types of plasmonic structures: arrays of holes and arrays of slits in Au films. 
Both types of array were fabricated using interference lithography with period of 700 nm and Au 
thickness of 150 nm. The plasmonic peak measurements were performed at normal incidence using a 
spectrophotometer. The results show that the array of slits present a higher sensitivity with the 
surrounding media than the array of holes. Theoretical simulations of the slit arrays agree very well with 
the experimental results confirming the better sensitivity of the slit arrays. 

 
1. INTRODUCTION 
Thin metallic periodic structures exhibit a transmission enhanced at certain wavelengths whose values depend on 
the relative permittivity of the metal and of the surrounding medium. These peaks occur when the incident light 
matches the Momentum Conservation Condition1 and Surface Plasmon (SP) modes are excited in the 
dielectric-metal interfaces1. The SP modes at the first dielectric-metal interface couples with the SP modes at the 
metal-dielectric interface generating an enhancement in the transmitted light1. For an array of slits there are two 
possible mechanisms to explain such extraordinary transmission peaks2: the SPR that occurs only for thin film 
metallic arrays of slits and the waveguide resonance (FP) that couples the incident light through the slit. Anyway, 
for array of slits or holes, the position of the extraordinary transmission peaks (of SPR or FP) depends on the 
surrounding media. Thus both types of structures can be potentially used as refractive index sensor of the 
surrounding media.  
In this paper we compare the sensitivity of both types of structures by fabricating these two types of arrays: holes 
and slits and by measuring the extraordinary transmittance peaks as a function of the wavelength, for different 
surrounding media. 
 
2. EXPERIMENTAL 
For the fabrication of the both types of metallic structures, high aspect ratio photoresist (1D and 2D) structures 
were recorded on glass substrates by interference lithography3, followed by the thermal deposition of Au, and 
further lift-off of the photoresist template using acetone followed by ultrasound. Figures 1a and 1b show the 
Scanning Electron Microscope photographs of the one-dimensional and of the two-dimensional photoresist 
templates recorded in the positive photoresist SC 1827 on glass substrates, respectively. Figure 2 show the 
corresponding arrays recorded by lift-off in Au films with 150 nm of thickness. In both cases the period of the 
array was 700 nm. For the slits the width of the Au bars were about 400 nm while for holes, their diameters were 
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about 250 nm. The transmission spectra were measured using a Perkin Elmer λ-9 spectrophotometer. 

 
                             (a)                                               (b) 

Figure 1. Scanning Electron Microscope (SEM) cross section photographs of the photoresist templates on glass substrates for recording an 

array of slits (a) and of holes (b). The insets show the corresponding top view of the templates.   

     

                             (a)                                                (b) 

Figure 2. SEM top view photographs of the resulting arrays of slits (a) and holes (b) respectively. 

 
3. EXPERIMENTAL RESULTS 
The transmission spectra of the array of slits and of the array of holes are shown in Figure 3 and 4 respectively. 
Figure 3 shows the transmission spectra for the two orthogonal incident polarization of the light: TE and TM, TE 
corresponding to the incident light with the electrical field parallel to the slits (Figure 3a) while TM corresponds 
to the incident electrical field perpendicular to the slits (Figure 3b). Each color curve corresponds to the sample 
immersed in a different surrounding media: air, isopropyl alcohol and toluene. The refractive indexes of such 
liquid are approximately equal to 1, 1.38 and 1.49, respectively. Note that for the TE polarization in air we can 
observe roughly a double peak that red shifts when the refractive index of the surrounding media increases. For 
the higher refractive index (toluene) we observe only a single peak at 1050 nm.   
Figure 4 shows the transmission spectra through the array of holes immersed in the same three surrounding 
media (air, isopropyl alcohol and toluene). Note that in this case we observe only a single well-defined 
plasmonic peak that red shifts when the refractive index of the surrounding media increases. 
 
4. THEORETICAL RESULTS 
Figure 5 shows the theoretical spectra for the slit array in the same three different surrounding media, for the 
incident light TE (a) and TM (b) linearly polarized. The spectra were calculated using the software G–Solver4. 
There is a good general accordance between the theoretical and experimental spectra for both TE and TM 

523



                                                                                          

polarizations. For the case of TE incidence, note the presence of a double peak for the array of slits immersed in 
air and isopropyl alcohol. When the refractive index of the surrounding media approaches the refractive index of 
the substrate (as is the case of the toluene n=1.49), both peaks degenerate to a single peak. Note also that the 
peak at λ= 1050 nm does not change with the surrounding media while the first peak does change. 

 
                            (a)                                                       (b) 

Figure 3. Transmission spectra, at normal incidence, through the array of slits for the incident light linearly polarized at TE (a) and TM (b) 

respectively, for three surrounding media: air, isopropyl alcohol and toluene. The kink observed around 865 nm corresponds to the change 

of detector in the spectrophotometer.  

 
Figure 4. Transmission spectra through the array of holes immersed in air, isopropyl alcohol and toluene.  

 

This occurs because the peak at λ= 1050 nm corresponds to the SPR at the Au-glass substrate interface while the 
first peak corresponds to the surrounding media-Au interface. By comparing this theoretical TE curve (Figure 5a) 
of the slits with the experimental curve in Figure 3a, we can observe a good accordance in the position of the 
peaks (marked with a doted vertical line). Even in the case of air (black curve in Figure 3a), it is possible to 
observe from the data a small peak at λ= 1050 nm that corresponds to the Au-glass interface. The positions of 
the SPR peaks (corresponding to the interface surrounding media-Au), for the slit array, are shown in Table I for 
comparison. The Table I also resumes the positions of the SPR peaks for the experimental measurements of the 
SPR peaks for the array of holes. In the last column of the same Table I it is shown the corresponding shift of the 
peak position (Δλ), divided by the variation of the refractive index of the surrounding media (Δn). By comparing 
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Δλ/Δn we observe a much higher sensitivity of the SPR peak position with the refractive index of the 
surrounding media for the case of the array of slits (under TE incidence) in comparison with the array of holes 
(about 6 times).  

 
                           (a)                                                        (b) 

Figure 5. Theoretical transmission spectra of an array of slits for TE (a) and TM (b) incident polarization, with the sample immersed in air, 

isopropyl alcohol and toluene.  

 

Table I – SPR peak position 
Array Curve thickness Polarization Peak: λair Peak: λIso Peak: λTol Δλ/RIU 
slits Experimental 150nm TE 695 nm 971 nm 1052 nm 730 ± 3 nm 
slits Theoretical 150nm TE 700 nm 965 nm 1050 nm 730 ± 30 nm 

holes Experimental 150nm unpolarized 1177 nm 1207 nm 1228 nm 120 ± 40 nm 
 

5. CONCLUSIONS 
Although the experimental SPR peaks corresponding to the array of holes (Figure 4) were better defined than the 
SPR peaks associated with the array of slits (Figure 3), the sensitivity of the wavelength peak position with the 
surrounding media is much higher for the array of slits. 
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Abstract— The expressions for the time averaged Pointing’s vector in absorptive left-handed
medium based on the classical vector Maxwell’s equations for a continuum have been obtained.
It was found that in the case of incline incidence with mixed polarization the additional per-
pendicular to incidence plane component of Poynting’s vector is appeared for negative effective
refraction. This addition of the in-plane component leads to non-coincidence of refraction and
incidence plane.

1. INTRODUCTION

It is well known that introduction of the complex refraction index ñ = n + i · χ for absorptive
medium, and corresponding complex permittivity ε = ε′+ i ·ε′′, leads to some problems for physical
interpretation of the refraction of light on the interface between absorptive and transparent media
[1, 2]. For example, the group velocity vgr = ∂ω/∂k [3] with the complex wave vector k̃ becomes

complex too. But the group velocity should be a real one. The condition of real vgr: vgr = ∂ω/∂Rek̃

or vgr = |∂ω/∂k̃| leads to non-physical result with the light velocity in vacuum,vgr > c. Moreover,
for absorptive medium the material optical constants n, χ loss their simple physical sense, and the
real and imaginary parts of the permittivity, ε′ = n2 −χ2, ε′′ = 2nχ, become more preferable. The
same may be attributed to complex permeability µ̃.

Therefore for many physical phenomena and their practical applications the conception of time-
averaged Poynting’s vector, which determines the direction of energy propagation of electromagnetic
waves, is more preferable. Usage of the time-averaged Poynting’s vector for the classical Maxwell
equations allows also immediately to ensure the implementation of the energy conservation law at
light refraction. Moreover, its value determines the wave intensity, i.e. allows estimate the experi-
mental examination of peculiarities of the refraction/reflection on the interface of transparent and
absorptive media. All problems are enhanced when both real parts of permittivity and permeability
become negative in the Veselago medium or the left-handed medium (LHM) or metamaterial [4].
Really, using the Poynting’s vector for the right absorptive/transparent media interface in [2], the
non-coincidence of the incidence and refraction planes has been predicted for mixed polarization of
incident beam.

In this paper the expressions for the refraction laws in absorptive right-handed medium (RHM)
and LHM on the interface with transparent one have been obtained using only the ε̃, µ̃ values of both
signs, and the Poynting’s vector. The solution of the vector Maxwell’s equations in stationary regime
can be found in the form of plane transverse wave’s superposition, and the eigen modes dispersion
has been obtained for s- and p-polarized light, correspondingly. Then, the time-averaged Pointing’s
vector is determined for both media, and for absorptive medium it has three non-zero components.
In simulation we used the effective permeability in Lorentz form and permittivity in Drude form.
The mapping of calculated transmittance and in-plane Pointing’s vector for mixed s/p-polarization
has been obtained. In the case of mixed polarization of incident light, the non-coincidence of the
incidence plane and the refraction one is predicted too. These effects are especially high for negative
permittivity/permeability.
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2. THEORY

The light dispersion in the nth medium is determined from solution of Maxwell’s equations in
stationary regime (factor e−iωt is omitted) and can be written in ω/c units

K2
n = k2 +

(
k⊥n

)2
= εnµn, (1)

where k and k⊥n are the in-plane and transverse components of wave vector and amplitude of the
wave vector K, εn and µn are nth medium permittivity and permeability, and the transverse wave
vector component are defined as follows

Kn = k⊥n (0), k⊥n (k) = σ
√
εnµn − k2. (2)

The sign σ = ±1 is determined from condition of positive imaginary part of wave vector that
corresponds to wave propagation with component along z-axis (perpendicular to interface), it means
that the sign of square root is chosen from positive imaginary part requirement. The eigen modes
depend on k and sign σ, and take the form Kσ

n(k) = k+ σk⊥n (k)ẑ.
The solution of the Maxwell’s equations in the form of plane transverse waves for one-interface

(interface is situated at z=0) system can be written as follows

E(R) = eiki·r


(
sis+ pip

(+)
1

)
eik

⊥
1 (ki)z +

(
srs+ prp

(−)
1

)
e−ik⊥

1 (ki)z, z < 0(
sts+ ptp

(+)
2

)
eik

⊥
2 (ki)z, z ≥ 0

, (3)

H(R) = eiki·r


K1

µ1

[(
sip

(+)
1 − pis

)
eik

⊥
1 (ki)z +

(
srp

(−)
1 − prs

)
e−ik⊥

1 (ki)z
]
, z < 0

K2

µ2

(
stp

(+)
2 − pts

)
eik

⊥
2 (ki)z, z ≥ 0

, (4)

where the orthogonal to Kσ
n(ki) unit vector can be chosen in the form describing s- and p- polar-

ization

s =
ẑ×Kσ

n(ki)

|ẑ×Kσ
n(ki)|

=
ẑ× ki

ki
, pσ

n =
Kσ

n(ki)

Kn
× s =

1

Kn

(
kiẑ− σk⊥n (ki)

ki

ki

)
, (5)

where ki is the in-plane component of incident wave vector, si and pi are the polarization amplitudes
of incident wave (these amplitudes can be normalized by condition s2i + p2i = 1), sr, pr and st, pt
are the polarization amplitudes of reflected and transmitted waves respectively.

For flat interface with normal in the z-direction, boundary conditions take the following form

ẑ× (En(zn)−En+1(zn)) = 0, ẑ× (Hn(zn)−Hn+1(zn)) = 0, (6)

where zn is the nth interface position. So, the unknown polarization amplitudes in Eqs. (3) and (4)
have the Fresnel’s formulas type and can be written as follows(

sr
st

)
=

1

µ2k⊥1 (ki) + µ1k⊥2 (ki)

(
µ2k

⊥
1 (ki)− µ1k

⊥
2 (ki)

2µ2k
⊥
1 (ki)

)
si, (7)

(
pr
pt

)
=

1

ε2k⊥1 (ki) + ε1k⊥2 (ki)

(
ε2k

⊥
1 (ki)− ε1k

⊥
2 (ki)

2K1K2

µ1
k⊥1 (ki)

)
pi. (8)

The dispersion of electric modes (in the case of p-polarized light) can be determined from

condition of zero denominator in Eqs. (7): ε2
√
ε1µ1 − k2e + ε1

√
ε2µ2 − k2e = 0, and the physical

solution has the following form

k2e = ε1ε2
ε1µ2 − ε2µ1
ε21 − ε22

. (9)

Analogically for magnetic modes dispersion (s-polarized light) from condition µ2
√
ε1µ1 − k2m +

µ1
√
ε2µ2 − k2m = 0 we have obtained:

k2m = µ1µ2
µ1ε2 − µ2ε1
µ21 − µ22

. (10)
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Similar dispersions was obtained in [5] only for non-dissipative media.
The averaging over the high frequency time Poynting’s vector (S = (c2/4πω)Re (En(K)∗ ×Hn(K)))

is rewritten as
a) for z < 0

S1 =
c2

4πω

1

µ1

((
1 + |sr|2 + |pr|2 + 2Re{sisr + pipr}

)
ki +

(
1− |sr|2 − |pr|2

)
k⊥1 ẑ

)
. (11)

b) for z ≥ 0

S2 =
c2

4πω

[(
|st|2Re

1

µ2
+ |pt|2Re

1

µ2

K2

K∗
2

)
ki + 2kiIm

p∗t st
µ2K∗

2

Imk⊥2 s

+

(
|st|2Re

k⊥2
µ2

+ |pt|2Re
k⊥2

∗

µ2

K2

K∗
2

)
ẑ

]
. (12)

In Eqs. (11)-(12) the dependency on ki in k
⊥
n (ki) is omitted for simplicity sake. As we can see

in the second (absorptive) medium the Eq. (12) has three non-zero components in contrary to the
first non-absorptive one (11).

Substituting Eqs. (7)-(8) into Poynting’s vector definition Eqs. (11)-(12) we finally obtain the
following expressions

S1 =
c2

4πω

[(
1 +

∣∣∣∣µ2k⊥1 − µ1k
⊥
2

µ2k⊥1 + µ1k⊥2
si

∣∣∣∣2 + ∣∣∣∣ε2k⊥1 − ε1k
⊥
2

ε2k⊥1 + ε1k⊥2
pi

∣∣∣∣2
+2sipiRe

{
µ2k

⊥
1 − µ1k

⊥
2

µ2k⊥1 + µ1k⊥2
+
ε2k

⊥
1 − ε1k

⊥
2

ε2k⊥1 + ε1k⊥2

})
ki

+

(
1−

∣∣∣∣µ2k⊥1 (ki)− µ1k
⊥
2 (ki)

µ2k⊥1 (ki) + µ1k⊥2 (ki)
si
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⊥
2
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pi
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)
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]
, (13)

S2 =
c2

4πω
4(k⊥1 )

2

[(
s2iRe{µ2}∣∣µ2k⊥1 + µ1k⊥2

∣∣2 +

ε1
µ1
p2iRe{ε2}∣∣ε2k⊥1 + ε1k⊥2

∣∣2
)
ki

+2kisi
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piIm
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1
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∗
1
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Imk⊥2 s

+
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s2iRe
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⊥
2
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ε1
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p2iRe
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ε∗2k

⊥
2

}∣∣ε2k⊥1 + ε1k⊥2
∣∣2
)
ẑ

]
. (14)

The angle of refraction as angle between the Poynting’s vector and normal to the interface can
be obtained in the following way

cosϕd =
S2 · n
|S2|

=
(s2iRe

{
µ∗2k

⊥
2

}
)
∣∣µ2k⊥1 + µ1k

⊥
2

∣∣−2
+ (ε1/µ1)p

2
iRe

{
ε∗2k

⊥
2

} ∣∣ε2k⊥1 + ε1k
⊥
2

∣∣−2

(4πω/c2)|S2|
. (15)

Also we can define the refraction angles in the form of angle between incidence and refraction
planes as follows

tan θd =
S2 · [ẑ× ki]

S2 · ki
=

2si
√
ε1/µ1piIm

{
(ε∗2k

⊥
1 + ε1k

⊥
2
∗
)−1(µ2k

⊥
1 + µ1k

⊥
2 )

−1
}
Imk⊥2

s2iRe{µ2}
∣∣µ2k⊥1 + µ1k⊥2

∣∣−2
+ (ε1/µ1)p2iRe{ε2}

∣∣ε2k⊥1 + ε1k⊥2
∣∣−2 (16)

or in the form of angle between the refracted beam direction and the incidence plane

sinψd =
S2 · s
|S2|

=
2κisi

√
ε1/µ1piIm

{
(ε∗2k

⊥
1 + ε1k

⊥
2
∗
)−1(µ2k

⊥
1 + µ1k

⊥
2 )

−1
}
Imk⊥2

(4πω/c2)|S2|
. (17)
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Figure 1: Spectra of effective permeability and permittivity (imaginary part is not shown because it is close

to zero) (a) and effective refractive index
√
µeff(ω)εeff(ω) (b).

3. NUMERICAL RESULTS

In simulation we use effective permeability in Lorentz form and permittivity in Drude form that
are taken from [6]

µeff(ω) = 1− Fω2

ω2 − ω2
0 + iΓω

, εeff(ω) = 1−
ω2
p

ω2 + iΓpω
, (18)

where F=0.2, ω0 = 148.9 THz, Γ = 2.4 THz, ωp = 185 THz, Γp = 3 THz. The permittivity and
permeability corresponding to Eqs. (18) are presented in Fig. 1a. Using data from Fig. 1a the
effective refractive index for left handed medium is presented in Fig. 1b.
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Figure 2: Transmittance (a) and in-plane Poynting’s (b, c) vector versus frequency and incident wave vector
at fixed polarization angle 45 deg. By numbers are denoted: (1) electric modes, ke; (1’) −ke; (2) magnetic
modes, km; (3) bulk polariton in metamaterial, kmeta; (3’) −kmeta.

The calculated transmittance (a) and in-plane Poynting’s vector (b, c) for mixed s/p-polarization
of incident light (polarization angle is equal to 45 deg.) versus incident frequency and wave vector
are presented in Fig. 2 as color mapping. The transmittance is defined from normal component of
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Figure 3: Transmittance (a) and in-plane Poynting’s (b, c) vector versus frequency and incident wave vector
at fixed polarization angle 45 deg. for the case of high-refractive index prism. Numerical notations are same
as in Fig. 2

Poynting’s vector as follows: T = S2z/k
⊥
1 . The magnetic and electric dispersion curves and light

line in air and metamaterial are added in Fig. 2 as well as.
Analogous to Fig. 2 dependencies of the transmittance and in-plane Poynting’s vector compo-

nents are presented in Fig. 3 for the case of high-refractive index prism presence that allows reaching
resonant condition for light-matter interaction (i.e. surface polariton waves excitation). As it can
see from Fig. 2 and 3 the maximum transmittance is lain in the left region from the light line in
metamaterial that corresponds to radiative waves in metamaterial. Also in the region around ω0

there are waves with negative propagation direction contrary to light incidence (S2x takes negative
value, see Fig. 2b and c). Note that such negative propagation direction is also appeared in the case
of surface wave (non-resonant excitation in Fig. 2 (see [2] also) and resonant excitation in Fig. 3).
In the region of evanescent waves (right region from the light line in metamaterial) the non-zero
component of S2y is appeared that lead to the rotation refraction plane contrary to incidence plane
if such planes will be determined by Poynting’s vector.

4. CONCLUSIONS

Thus, the optics of refraction/reflection on the interface with metamaterial, in the sense of Poynt-
ing’s vector behavior, is analogous to one for interface with strong dissipative medium under mixed
polarization of incident light.

The quantitative differences are caused by the excitation of surface plasmons resonant or non-
resonant manner.
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Abstract— The possibility of creation of highly efficient frequency-tunable nonlinear-optical
micromirror and all-optical data processing microchip is shown, which utilize backwardness of
electromagnetic waves in negative-index metamaterials.

1. INTRODUCTION

Metamaterials can exhibit exotic optical properties, such as negative refraction, which have no
counterpart in natural media. This can be used to develop a wide variety of devices with enhanced
and uncommon operational functionalities. Metamaterials are also expected to play a key role in the
development of all-optical data processing chips. Unlike natural materials, the energy flow and the
phase velocity are counter-directed in negative-index (NI) metamaterials (NIMs), which determines
their extraordinary nonlinear-optical (NLO) propagation properties. Usually, negative refraction
index exists only within a certain frequency band, whereas the sample remains positive-index (PI)
outside it. Unparalleled features of second-harmonic generation (SHG) and optical parametric am-
plification (OPA) of NI signal in double-domain NIM slabs were revealed in [1-6], which are in a
striking contrast with SHG and OPA in natural, PI materials. Strong absorption, which is inherent
to metal-dielectric nanocomposites that exhibit NI property, impose severe limitations on many
potential applications of NIMs. Herein, a different process of difference-frequency generation of
backward NI wave in a strongly absorbing NIM slab by two incident co-propagating PI waves is ex-
plored and shown to be essentially different from earlier investigated process of OPA. Extraordinary
properties of nonlinear-optical reflectivity are investigated and proposed for the implementation as
a NLO micromirror and an all-optically controlled microchip.

2. COUPLING SCHEME AND BASIC EQUATIONS

k3

S2

S3

k2

k1

S1

Figure 1: Coupling geometry for the proposed negative-index nonlinear-optical mirror: S2 – positive-index
incident wave, S3 – positive-index control field, S1 – negative-index reflected signal. S1, k1 and ω1 are energy
flux, wave-vector and frequency for the backward-wave signal; S2, k2 and ω2 – for the ordinary idler; S3, k3

and ω3 – for the ordinary control fields.

Assuming electrical permittivity ε, magnetic permeability µ, and the magnitude of wave-vector
k2 = n2(ω/c)2 are real numbers, it is easy to show that the direction of the wave-vector k with
respect to the energy flow (Poynting vector) depends on the signs of ε and µ:

S(r, t) =
c

4π
[E × H] =

c2k
4πωε

H2 =
c2k

4πωµ
E2. (1)
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For εi < 0 and µi < 0, vectors S and k become contra-directed and refraction index – negative,
n = −√

µε. This is in contrast to the electrodynamics of ordinary media and opens opportunities
for many revolutionary breakthroughs in photonics. Unparallel properties of nonlinear-optical
generation of backward wave explored here is a new example of that. Figure 1 depicts a slab of
thickness L, strong control field E3 at ω3 and incident wave E2 at ω2, both are assumed as PI.
Generated difference-frequency wave E1 at ω1 = ω3 − ω2 is NI and, therefore, backward wave. All
three waves experience strong dissipation described by absorption indices α1,2,3. The slowly-varying
effective amplitudes of the waves, ae,m,j , (j={1,2,3}) and nonlinear coupling parameters, ge,m, for
the electric and magnetic types of quadratic nonlinearity [7] can be conveniently introduced as

aej =
√
|εj/kj |Ej , ge =

√
|k1k2/ε1ε2|2πχ

(2)
ej E3; amj =

√
|µj/kj |Hj , gm =

√
|k1k2/µ1µ2|2πχ

(2)
mjH3.

The quantities |aj |2 are proportional to the photon numbers in the energy fluxes. Equations for
the amplitudes aj are identical for the both types of the nonlinearities:

da1/dz = −ga∗2 exp(i∆kz) + (α1/2)a1, (2)
da2/dz = ga∗1 exp(i∆kz) − (α2/2)a2, (3)
da3/dz = −(α3/2)a3. (4)

Here, ∆k = k3−k2−k1. The equations account for absorption of all three coupled fields, whereas the
depletion of the control fields due to the conversion process is neglected compared to absorption.
Three fundamental differences in Eqs. (2) and (3) distinguish them from their counterpart in
ordinary, PI materials. First, the signs with g in Eq. (2) is opposite to that in Eq. (3) because
ε1 < 0 and µ1 < 0. Second, the opposite sign appears with α1 because the energy flow S1 is against
the z-axis. Third, the boundary conditions for the incident and generated waves are defined at the
opposite side of the sample ( z = 0 and z = L) because the energy flows S1 and S2 are counter-
directed. Consequently, the sign on the right side of Eq. (2) is opposite to that in Eq. (3). As
will be shown below, this leads to dramatic changes in the solutions to the equations and in the
general behavior of the generated wave. At a1L = 0, a2(z = 0) = a20, the slab serves as an NLO
mirror, which reflects a wave at ω1 . For the case of spatially homogeneous control field (α3 = 0)
and real nonlinear susceptibility, an analytical solution to the Eqs. (2)-(3) can be found, and then
the reflectivity, r1 = |a1(0)/a∗20|2, is given by the equation

r1 =
∣∣∣∣

(g/R) sin RL

cosRL + (s/R) sin RL

∣∣∣∣
2

, (5)

where R =
√

g2 − s2, s = [(α1 + α2)/4][−i∆k/2]. It is seen that the reflectivity presents a set of
”geometrical” resonances. For example, at s = 0, reflectivity r10 = tan2(gL) and tends to infinity at
gL → π/2, which indicates mirrorless self-oscillations. Basically, the reflected wave has a differen
frequency, and the reflectivity may significantly exceed 100%. In the case of strong absorption of
all three wave, only numerical solution can be found. The results of such numerical simulations,
which demonstrate the properties of such mirror, are presented below. A transmission properties
for the incident wave, T2 = |a2(L)/a20|2, is also numerically investigated.

3. PROPERTIES OF NONLINEAR-OPTICAL REFLECTIVITY AND TRANSMITTANCE

Figure 2 displays the resonances in reflectivity which may exceed the self-oscillation threshold. It
is seen that the transmission minima depend on the ratio of absorption rates, which is in stark
contrast with the reflectivity minima which remain robust. Alternatively, Fig. 3 shows that phase
mismatch causes decrease of the reflectivity maxima and increase the minima. Reflectivity becomes
relatively robust against phase mismatch with increase of intensity of the control field. It drops
dramatically in the range of small phase mismatch and then remains relatively robust at the lower
level within the range of greater phase mismatch, as seen in Figs. 4 and 5. Figures 6 and 7 show
that the outlined properties of the NLO mirror are determined by the interplay of several processes
which have a strong effect on the NLO coupling of contrapropagating waves and, consequently, on
their distribution inside the slab. Ultimately, the simulations show the possibility to tailor and
switch the reflectivity of such a mirror over the wide range by changing intensity of the control
field. 532
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Figure 2: Effect of absorption on reflectivity and transmittance of the NLO mirror. Here, reflectivity can be
switched from zero to magnitudes exceeding 100%.
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Figure 3: Effect of of absorption on the reflectivity and transmittance of the NLO mirror at different phase
mismatches.
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Figure 4: Effect of phase mismatch on the reflectivity and transmittance of the NLO mirror at different
absorption and intensity of the control field.

On a fundamental level, the NLO response of nanostructured metamaterials is not completely
understood or characterized. Nevertheless, it is well established that local-field enhanced nonlin-
earities can be attributed to plasmonic nanostructures. The feasibility of crafting NIMs with strong
NLO responses in the optical wavelength range has been experimentally demonstrated in [7]. Only533
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Figure 5: Reflectivity vs. intensity of the control field and phase mismatch for different absorption indices
for the coupled waves.
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Figure 6: Intensity distribution for the ordinary and backward waves inside the slab for different absorption
index, phase mismatch and intensity of the control field.

0
0.5

1

−1
0

1
0

1

2

z/L

gL=3, α
1
L=2.3, α

2
L=1, α

3
=0 

∆kL/π

r
1

0
0.5

1

−1
0

1
0

5

10

15

z/L

gL=3, α
1
L=2.3, α

2
L=1, α

3
L=2.1 

∆kL/π

r
1

0
0.5

1−1
0

1

0

2

4

z/L

gL=3, α
1
L=2.3, α

2
L=4, α

3
=0,

∆kL/π

r
1

0
0.5

1 −1
0

1

0

0.5

1

1.5

∆kL/π

gL=3, α
1
L=2.3, α

2
L=4, α

3
L=2.1 

z/L

r
1

(a) (b) (c) (d)

Figure 7: Dependence of distribution of generated backward wave inside the slab on phase mismatch.

rough estimations can be made regarding χ(2) attributed to metal-dielectric nanostructures. As-
suming χ(2) ∼ 10−6 ESU (∼ 103 pm/V), which is on the order of that for CdGeAs2 crystals, and
a control field of I ∼ 100 kW focused on a spot of D ∼ 50 µm in diameter, one can estimate
that the typical required value of the parameter gL ∼ 1 can be achieved for a slab thickness in
the microscopic range of L ∼ 1µm, which is comparable with that of the multilayer NIM samples
fabricated to date [8-11]. 534
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4. CONCLUSION

In conclusion, the possibility and extraordinary properties of coherent NLO propagation process of
a three-wave difference-frequency generation of a backward electromagnetic wave in strongly ab-
sorptive negative-index metamaterials are demonstrated by the means of numerical experiments. It
is shown that the properties of such process are essentially different from the earlier studied optical
parametric amplification in NIMs. The majority of NIMs realized to date consist of metal-dielectric
nanostructures, meta-atoms, that have highly controllable magnetic and dielectric responses. The
challenge, however, is that these structures are strongly lossy which constitute a major hurdle
on the way to practical realization of unique applications of these structures in optics. Therefore,
developing efficient loss-compensating techniques is of paramount importance. This is the key prob-
lems in determining numerous revolutionary applications of such a novel class of electromagnetic
metamaterials. It is shown here that the compensation of such losses, all-optical tailoring of trans-
parency and reflectivity of a NIM slab and even generation of counterpropagating flows of entangled
photons are possible through coherent nonlinear-optical energy transfer from the ordinary control
wave to the backward electromagnetic wave. The backwardness of traveling electromagnetic waves
is intrinsic to negative-index metamaterials. The unique features of the proposed ultra-miniature
nonlinear-optical mirror and microchip are revealed, such as the strongly resonant behavior with re-
spect to the material thickness, nonlinear susceptibility and the intensity of the control field. Since
nonlinear susceptibility and absorption is frequency dependent, among the possible applications of
the proposed technique are a novel class of the miniature frequency-tunable narrow-band filters,
mirrors, switchers, amplifiers, all-optical data processing microchips and cavity-free microscopic
optical parametric oscillators.
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Abstract— We present an optimized isotropic metal deposition technique used for coating
three-dimensional polymer structures with a 50nm smooth silver layer. The technology allows
fast isotropic coating of complex 3D dielectric structures with thin silver layers. Transmission
measurements of 3D metallized woodpiles reveal a new phenomenon of enhanced optical trans-
mission in broadband range (up to 300 nm) in the near IR.

1. INTRODUCTION

Deposition of thin, smooth metal layers on three-dimensional structures is one of the challenges
within thin film deposition field. Such structures can prove to be extremely useful in a number of
research fields and applications ranging from Raman spectroscopy[1] to metamaterials[2, 3], from
electronics[4] to medicine[5].

In this work we will concentrate on the metal deposition aiming at metamaterials fabrication.
After the first successes[6], the metamaterials research field has gained a huge momentum due
to advances in theory, modelling and fabrication. One natural trend is toward increasing the
operating frequency from microwaves to the IR and visible regime. A number of new designs and
fabrication approaches emerged thus allowing metamaterials based devices in the IR and close to
visible regime.[7, 8, 9] However, such tendency brought also challenges in the fabrication procedures
due to the decrease in unit cell sizes and enhanced claims for needed resolution and accuracy.

Another trend is to expand the designs to truly 3D ones that can give bulk and eventually
isotropic response within the frequency range of interest. Within this trend, several approaches were
made. A layer by layer approach for fabrication of 3D metamaterials in IR has been demonstrated
recently.[9]

An alternative approach is fabrication of a 3D polymer skeleton structure with further met-
allization of its surface. The two-photon polymerization technique (2PP)[10] is proven to be
very flexible and efficient technology for fabrication of 3D polymer layouts including structures
for photonic applications.[11] Still, even if various designs of 3D metamaterials were theoretically
proposed,[12, 13] their manufacturability is hampered by the difficulty of controlled metal deposi-
tion on 3D structures with complex topology.

To the best of our knowledge, there are two main methods for depositing metals on a 3D
dielectric structure. The first one is based on chemical vapor deposition (CVD), and the second is
the ”electroless” deposition technique. The CVD method shows great promise for depositing metals
on the desired three-dimensional structure[14] however, the parameter space for such technique is
large thus the optimizing procedure claims exhaustive efforts due to the existence of multiple local
minima. The electroless deposition technique provides much more reduced parameter space, thus
easier optimization of the former technique, and the lack of volatile poisonous products in the
deposition process.

2. FABRICATION

Aiming for the potential applications of devices in the optical range, we decided to obtain thin
and smooth metallic layers by optimizing the recipe known as Tollen’s test or the silver mirror
reaction.[15]

Optimization steps in the above mentioned technique were made within the first rounds of tests
on simple planar samples. Eventually we obtained uniform silver layers with thicknesses down to
30nm (Figure 1a). The layer thickness is directly proportional on the immersion time. Using the
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Figure 1: a) Ultrathin uniform silver layer deposited by the electroless technique on the silica substrate.
Numbers show the thickness of the silver coating; b) Top view of the sample showing high deposition
uniformity over a large area. Some single Ag nanocrystals deposited on top of the layer are visible. In the
inset, a zoom-in of the surface is shown.

presented recipe, thicknesses of up to 200nm were achieved (not shown) simply by increasing the
immersion time. Silver layers, thinner than 30nm, are not completely formed, exhibiting random
clusters formation. We think that this effect is due to the mechanism of the silver seeds growth
in the solution. It can be inhibited making possible to deposit thinner silver layers. In figure 1b
we present a top-view showing high uniformity in the layer formation. The substrate is uniformly
covered, but a few silver nanoparticles can be observed on top of its surface. These Ag nanocrystals
are formed in the solution and then they are deposited in the ready form on sample’s surface. Still,
such nanocrystals formation is minimal and does not restrain the overall deposition process. In the
inset of figure 1b one can see a zoom-in of the deposited layer where the polycrystalline growth of
the silver is noticeable. Our samples were up to 1 × 1cm in sizes, and no pronounced difference
in layer properties was noticeable over such extended surface. So it validates that such technique
has no limitations by the depositing area and can be applied to samples of, in principle, whatever
dimensions.

For optimizing the deposition parameters we employed a quantitative criteria of the average
roughness calculated on a sample portion, where there are no Ag nanocrystals. The roughness
analysis was performed by measuring the peak-to-peak difference and then using such value for
scaling the scanning electron microscopy image to real coordinates. For safety reasons, the peak-
to-peak height was considered in the worst case scenario, when the measuring errors are summed
up. While the nanocrystals can reach dimensions of up to 100nm, the average roughness in the
”clean” areas is in the order of 1nm and the roughness mean square value (RMS) is about 1.5nm,
what is comparable with the RMS for evaporated films. For a more accurate estimation, the atomic
force microscope technique will be employed.

Figure 2: a) A 3D woodpile structure covered by silver after electroless deposition. Silver is deposited also all
over the bulk structure and on structure’s sidewalls.; b) Zoom in of the 3D structure showing the deposition
took place also inside the woodpile.

Following the process optimization on a flat surface we deposited a silver layer on a 3D pattern.
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As a sample for thorough checking of deposition on complex 3D structures we chose 2PP polymer
woodpile structures.[16] This way we were able to check both the Ag deposition on structure’s
sidewalls as well as in the bulk volume inside it. The woodpiles are 50 × 50µm and have a height
of about 16µm corresponding to 8 periods (32 single layers) of the lattice. Sizes of the bars are
500×500nm. Such woodpiles possess a face centred tetragonal lattice. We immersed them into the
depositing bath and removed after 5 minutes thus obtaining an approximate 50nm layer thickness.
The results of silver deposition are presented in figure 2a. The Ag layer is deposited not only on
the top of the structure but also on its sidewalls. There is still particle formation in the solution
followed by their adhesion to the deposited layer, but it can be further minimized. A zoom-in of
the 3D covered structure (Figure 2b) shows the presence of silver layer inside the bulk structure
as well. The layer quality when depositing on a 3D structure is different from the one on a plane
silica surface. We believe that this dissimilarity is mainly due to the modified surface chemistry of
the silica-like polymer used in the 2PP fabrication of the 3D samples.

One should note that the reaction is diffusion driven. Due to this aspect, the silver layer quality
is monotonously decreasing from the top to the bottom of the structure (Figure 3a). Nevertheless,
the deposition took place everywhere covering the woodpile with a uniform silver coating in one
5-minutes approach only. With further optimization and decreasing of the reaction speed the
degradation of coating in depth can be minimized.

The surface pre-treatment is an important part of the process[15]. To prove its significance we
tried silver deposition without pre-treatment. As it can be seen from figure 3b in its absence, the
silver layer is not adhering to the silica. In the same time this non-adhesion shows that, if needed,
the silver can be selectively deposited on a structure by deliberate pre-treatment of the surface.

The obtained results are easily reproduced on various samples of different dimensions as long as
the deposition conditions are the same.

Figure 3: a) Sidewall SEM image of the woodpile. As can be seen, the deposition takes place all through the
depth of the woodpile crystal. Here 5 periods in the vertical direction are presented.; b) An example of weak
adhesion of the silver layer to the untreated silica surface. It illustrates the importance of pre-treatment for
a good adhesion.

3. OPTICAL CHARACTERIZATION

The first measures were performed on the non-covered woodpile structures. We tested transmission
of several woodpiles located in different parts of the wafer. The typical spectrum (Figure 4) shows
transmission dips around 1100 nm and 1400 nm, which are repeatedly appearing in transmission
through randomly chosen woodpile crystals. These dips are interpreted as high-order Bragg reflec-
tion peaks (or stop zones) occurred in a polymer woodpile structure as a 3D photonic crystal.[17]

After coating with metal, the signal level just in the central part of the structure dropped to
the noise level thus showing a huge decrease in transmission. This decrement of transmission was
anticipated due to the substantial number of the woodpile periods completely covered with silver.
Meanwhile it confirms implicitly the complete silver deposition inside the bulk woodpile.

In order to obtain a measurable signal, we moved the incident beam toward the border of
the woodpile. In this configuration the transmitted signal is increasing while moving from the
center (y = 60nm) to the borders of the structure (y = 20nm and 100nm) for then to decrease
rapidly when moving away from the structure (Figure 5a). After further investigation, we reached
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Figure 4: The obtained spectra of a polymer woodpile. The two dips at 1100 and 1400nm are identified as
Bragg reflection peaks of the woodpile structure.

the conclusion that such behavior is due to the deposition characteristics. Since the reaction is
diffusion driven, the sample presents a depleted region at the interface between the woodpile and
the substrate. Owing to this depleted region, the transmission increases at the woodpile’s border
thus explaining the overall transmission spectra shape.
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Figure 5: a) The spectra obtained while scanning the sample in the y-axis. The two symmetrical transmission
peaks are clearly visible at structure’s edges (y = 20nm and 100nm); b) The spectrum at the border of silver-
covered woodpile structure. As it can be seen, a wide transmission peak centers at 1050nm is present and
overimposed on several other narrow ones.

A typical transmission spectrum on the border of the structure is represented in figure 5b. As it
can be seen there is a broad peak in the 900-1100nm range with a pronounced level of transmitted
signal, which cannot be assigned to the metallized photonic crystal behavior. We attributed this
peak to the coupling of light to surface plasmon polariton (SPP) modes existing on the sidewalls
of the woodpiles. SPPs modes transmit energy to the bottom of the structure signal and couple
back to the optical modes, so that the signal is detected by the collecting fibre. Unfortunately, any
interpretation at 1100 and 1400 nm in concern to the woodpile structure Bragg peaks is impossible.
This pronounced feature of broad band with enhanced transmission is not endemic for one particular
woodpile crystal, but is statistically supported by observation of 8 woodpile structures in different
parts of the array.

4. CONCLUSION

One of the main bottlenecks in advancing the fabrication of metamaterials is due to the difficulty
of realizing isotropic, cost effective 3D deposition of metals on a desired structure. By using a
combination of electroless deposition and 2PP techniques we believe that a viable solution for
fabricating 3D bulk metamaterials can be found. In this work we present an optimized method for
depositing silver on silica and silica-like substrates.

Such technique is not limited to the metamaterials field but it can be used for other research
areas as well where depositing of metals are required. We think that the technique reported here
bears a great potential in many aspects of metal deposition in nanophysics.

The characterization of the polymer woodpile structures was performed both topologically and
optically. The optical characterization shows huge behavioral difference with respect to the un-
coated polymer structure. Such behavior is probably due both to the decrease in transmission
spectra and to the existence of propagating surface plasmon polaritons on the sidewalls of the
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structure. The broad enhanced transmission band is an interesting effect that should be explained
by further simulation and analysis of the finite metallized woodpile structures.
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Abstract- Inspiring by concept of stereochemistry, stereometamaterials have been introduced 
recently. In this paper, omega-shaped stereometamaterials have been investigated. The 
transmittances of different twisted angles have been obtained. In order to understanding the 
polarization control of stereometamaterials, the phase difference of one layer stereo-omega dimer 
metamaterials has been analyzed. 

 
1. INTRODUCTION 
Metamaterials are artificially structures that have a negative index of refraction and due to these properties, they 
have recently attracted worldwide research interest in optics, physics, engineering, chemistry, and material 
science. In 1968, Veselago found many of fundamental reversed electromagnetic properties of metamaterials 
such as Snell’s law, Cerenkov radiation and Doppler effect. The first metamaterials demonstrated in microwave 
frequencies was a combination of Split Ring Resonator (SRR) and thin metallic wires [2]. Inspiring by work of 
Smith et al. [2], many variations of Negative Index Metamaterials (NIMs) with different structures have been 
investigated theoretically and experimentally in microwave and optical frequency ranges. The electromagnetic 
properties of metamaterials are determined by changing the size, geometry and the shape of resonators. 
Omega-shaped metamaterials are of special interest due to their interesting electromagnetic properties [4]. These 
artificial metamaterials were firstly proposed by Engheta [3] and have bianisotropic characteristics and also 
named as pseudochiral media.  
In analogy to stereoisomers in chemistry, stereometamaterials concept has been introduced recently [1]. This 
concept is related to spatial arrangements of elements of metamaterials. Stereometamaterials could have many 
applications such as optical polarization control. In [1] a set of stereometamaterials in which unit cell consists of 
two stacked split-ring resonator (SRRs) with various twist angles theoretically and experimentally has been 
studied. Twisting the orientation of layers in a U-shaped metamaterial provides a novel way of tailoring their 
optical properties. 
Inspired by work of Liu et al. for SRRs stereometamaterials and due to special optical characteristics of omega 
shaped metamaterials, optical properties of omega-shaped stereometamaterials have been investigated in this 
paper. We studied a set of stereometamaterials, each having unit cell consisting of two identical omega-shaped 
metamaterial or two identical atoms. These atoms have different optical properties by altering twist angles. 
Moreover, we have studied the phase difference of the two components of transmitted wave for the 900  twisted 
omega dimer for the one of stereo-omega dimer MTMs which can be the helpful in construction of polarization 
control element.  
 
2. OMEGA-SHAPED STEREOMETAMATERIALS DESIGN AND SIMULATION  
The geometry of omega-shaped stereometamaterials is depicted in Figure.1. The parameters as given in the 
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Figure.1 are R=110 nm, w=50 nm, H=200 nm and periods in x, and y direction is 600nm. Each unit cell consists 
of two spatially separated omega-shaped metamaterials. In order to understanding the resonance behavior and 
coupling mechanisms, different twisted angles of omega-shaped metamaterials are presented. The twisted angle 
of two omega-shaped metamaterials is . Optical properties of the twisted metamaterials have been obtained by 
simulation of one cell with PEC and PMC boundaries which perpendicular respectively on incident E and H 
fields to model on layer infinite structure in x and y direction. The magnitudes of transmittance of one cell 
stereometamaterials for the different twisted angles obtained by a full wave simulation, time domain simulation 
software (CST),. In the simulation, the gold is described by Drude model with plasma frequency   1.3
10  and scattering frequency    4.08 10 .  

 

 
Figure 1: Geometry of omega-shaped stereometamaterials 

In Figure.2, Figure.3 and angles of omega-shaped 
stereometamaterials have been depicted respectiv  

wo om
ent. As s  in Fig

e   

Figure 2: Transmittance of omega-shaped stereometamaterials at   and also current distributions. The red 
arrows represent direction of magnetic dipoles for resonance frequencies (ω  and  ). 

 Figure.4 transmittances for   ,  90 ,and  18  twisted 
ely. For each twisted angle, there are two observable

resonances  and  . The incident field induced current along the t ega-shaped therefore we have 
magnetic dipole moments in each omega-shaped constitu hown ure.2, the magnetic dipoles excited 
in the two omega-shaped are aligned anti-parallel and parallel at resonance ω  and  0  respectively. For 
 90 , and  18  twisted angles, the magnetic dipole in the two omega-shaped are aligned parallel anti-parallel 
at resonanc and  respectively.  
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Figure 3:  

 
Figure 4: Transmittance of omega-shaped stereometamaterials at 180  twisted angle. The red arrows represent 

direction of magnetic dipoles fo resonance frequencies (ω  and ω ). 

Twisting dispersion of stereo-omega stereometamaterials is shown in Fiqure.5. By increasing the twisting angle, 
the higher frequency s occurred approximately at  65 . 
There is slightly difference between the twisting dispersion of U-shaped and omega-shaped stereometamaterials. 
In the U-shaped stereometamaterials in [1], the avoiding crossing is observed, whereas in omega-shaped we have 
crossing point. The avoiding crossing in U-shaped stereometamaterials is happened due to higher-order electric 
multipolar interactions [1].  

Figure 5: Twisting dispersion of stereo-omega dimer metamaterials 

Transmittance of omega-shaped stereometamaterials at 90 twisted angle. The red arrows represent 
direction of magnetic dipoles for resonance frequencies (ω  and ω ). 
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Fiqure.6 shows the phase difference of transmitted wave ∆  for the two opposite propagation direc
(  and   )) for one layer of the twisted omega-shaped metamaterials. The phase difference of transm d 
wave depends on direction of propagation. By increasing the number of layers of this twisted metamaterials, we can 
control the polarization of transmitted wave. Therefore, the polarization of transmitted wave is tunable by using 
appropriate layers of omega-shaped stereometamaterials.  

tions 
itte

Figure 6: The phase difference of the two components for the twisted omega shaped metamaterials 

4. CONCLUSIONS 
Stereometamaterials present a novel method for tailoring the electromagnetic properties of etamaterials. For 
this reason, we ha  st mission 
characteristics of stereometamaterials are reported in different twist angles. Omega-shaped stereometamaterials 

ifferent angle
 using different lay

tati vices.
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have two frequency resonances that are considered for d s. One of the obvious applications of these 
twisted metamaterials is optical polarization control, by ers of twisted metamaterials to have 
appropriate phase shift. With two or three layers of this twisted metamaterials, we can create polarization 
ro on de  It will also be remarkable to study optical properties of complex stereometamaterials. 
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Abstract- The optical properties of a composite medium comprised of a transparent host and uniformly oriented 
prolate silver nanoparticles are investigated theoretically. The results demonstrate that it is possible to fabricate a 
thin-film polarizer with high performance in transmission and reflection in the visible region of light.  
 
1. INTRODUCTION 
The promising candidates for a design of structures with extraordinary optical properties are plasmonic materials 
[1-4]. Collective electronic excitations called plasmons lead to strong absorption of light in such artificial media. 
For practical applications, it is important that the absorption of the composite medium incorporating metallic 
nanoparticles can be controlled by careful selection of geometric parameters of nanoparticles. By selecting 
distributions of the form of metallic nanoparticles, it is possible to achieve absorption of electromagnetic 
radiation in specified spectral regions of visible or near IR radiation [5]. An additional effective way of the 
plasmon resonance control is by spatial arrangement of metal-dielectric nanocomposites, for example, forming 
the multilayer systems consisting of metallic nanoparticles separated by dielectric layers [6]. It is assumed that 
such composite materials with controlled absorption of light can be used as cut-of filters and high-absorbing 
coatings. 

In this paper, we explore the possibility of realizing thin-film plasmonic polarizer in the visible region. In our 
design, the high polarization contrast of composite layer is obtained by using uniformly oriented silver 
nanoparticles of ellipsoidal shape. The paper is organized as follows. In section 2, the appropriate aspect ratio of 
silver nanoparticles is determined. In section 3, parameters of metal-dielectric composite layer required to get 
high polarization contrast, are calculated on the basis of the well known theory of dielectric function of a 
heterogeneous medium. The applicability of the effective medium model for describing the optical properties 
of the composite layer is verified using full-wave finite-element simulations.  

 
2. PLASMON RESONANCES IN SILVER NANOPARTICLES 
Let V be the particle volume; εp be the particle dielectric constant; εh be the dielectric constant of a surrounding 
host medium. In the case of a spheroid and an applied electric field oriented along a spheroid axis, the static 
polarizability of nanoparticle is 
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where L is the geometrical factor (factor of depolarization) that accounts for the shape of a particle [7]. In the 
long-wavelength limit, factor L is a real value, that depends only on the ratio ξ of the length of polar semi-axis a 
and equatorial semi-axis b of spheroid, ba /=ξ .  

As follows from Eq. (1), the plasmon resonance frequency depends on the form of the particle. If a 
transparent dielectric is used as surrounding host medium, the resonance wavelength λres of metal spheroid can 
be estimated by using simple algebraic equation  

 [ ] 0)(1)(Re =
−

+ λελε hp L
L .    (2) 

In the case of spheroidal ( 1≠ξ ) silver nanoparticle, Eq. (2) has two roots corresponding to two polarizations of 
the electromagnetic field. One root tends to longer wavelengths due to the absorption of light polarized parallel 
to the long axis of the spheroid (the case of parallel polarized light). The other root shifts to shorter wavelengths 
due to the absorption of light polarized parallel to the short axis of the spheroid (the case of perpendicular 
polarized light). The more different shapes of nanoparticles from the spherical ones, the more is difference in the 
resonance wavelengths corresponding to two polarizations of the electromagnetic field.  

The shape of nanoparticles can be selected so as to observe only one plasmon resonance in the visible region 
of light. According to Fig. 1, this condition complies with 85.0<ξ  or 5.1>ξ . In this paper, we consider the 
case of prolate particles of aspect ratio 3=ξ . In this case, the plasmon resonance in the visible region 
corresponds to the field component polarized parallel to the polar semi-axis of the spheroid. 

It should be noted that throughout this communication, size-dependence of the dielectric function εp of small 
silver nanoparticles is taken into account in terms of the model of limitation of the electron mean free path [8]. 
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Figure 1: Dependence of the plasmon resonance wavelength λres of a silver spheroid on the aspect ratio ξ 
obtained from Eq. (2) for parallel (solid curve) and perpendicular (dashed curve) polarized light. 

 Dielectric function of the matrix εh= 2.25. 
 
3. COMPOSITE LAYER WITH NEEDLE-LIKE SILVER INCLUSIONS 
Let us assume that a layer of the composite material with uniformly oriented prolate silver spheroids has been 
deposited on surface of transparent medium. Let light be incident normally on this layer from vacuum. To 
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provide maximum optical anisotropy, nanoparticles have to be oriented parallel to the plane interface between 
media.  

For modeling the effective optical characteristics of composite medium with uniformly oriented silver 
spheroids we shall use a well-known analytical formula of the Maxwell–Garnett approach for the dielectric 
function ε of mixture 
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where η is the volume concentration of nanoparticles (filling factor). Then, the intensity reflection coefficient R 
and the intensity transmission coefficient T of plane-parallel plate with silver inclusions can be determined from 
the well-known Airy equation [9]. Using the relation (3) and Airy equation, the reflectance and transmittance can 
be calculated for arbitrary values of filling factor η and layer thickness h. Results of calculation show that for 
600 nm < λ < 650 nm, values of η ~ 0.1 and 150100 −≈h nm are optimal from the point of view of the posed 
problem.  

Indeed, as one can see from Fig. 2a, for η = 0.1 and h = 130 nm composite layer exhibits high polarization 
contrast. For radiation of the region from 570 nm to 680 nm, this layer absorbs the parallel polarized light, and 
for the perpendicular polarized light the layer is transparent. From the practical point of view it is interesting that 
high reflectance corresponds with low transmittance and vice versa. It follows from Fig. 2a that the reflectance 
and transmittance of this layer possess the values either more than 0.7 or less than 0.1. So, such polarizer can 
also be used as a polarizing beam splitter with high performance in transmission and reflection. 
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Figure 2: Reflectance (solid curves) and transmittance (dashed curves) of parallel (||, red curves) and 
perpendicular (⊥ , blue curves) polarized light of composite layer with uniformly oriented prolate silver 

spheroids on glass substrate. Left plot (a) shows the results of calculation according to electrostatic theory, and 
right plot (b) shows the results of simulation based on the finite elements method. The computational parameters 

are η = 0.1, ξ = 3, εs = εh = 2.25, h = 130 nm. 
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It was shown in [10,11] that (i) for moderate volume fraction of inclusions η < 1/3, Maxwell–Garnett model 
can be productively used for estimation of the parameters of the metal-dielectric nanocomposites, and (ii) during 
strong electrodynamical interaction of metal inclusions with the field of external light wave, the results obtained 
in the electrostatic approximation require refinement. In present work, we use three-dimensional full-wave 
simulations with the commercial finite-element solver COMSOL MULTIPHYSICS [12] to verify the 
applicability of the electrostatic approximation for describing the optical properties of thin composite layer. The 
results of exact electrodynamic calculations are shown in Fig. 2b.  

Contrasting parts (a) and (b) of Fig. 2, the following conclusion can be made. The error that appears as a 
result of using the electrostatic approximation under conditions of plasmon resonance excitation leads to shift 
and insignificant distortion of curve corresponding to the parallel polarized light. However, the transmission and 
reflection coefficients calculated by two methods behave identically. Thus, the Maxwell–Garnett approach can 
be useful in developing of principally new materials with unique optical properties for polarizers, optical filters 
etc. 
 
4. CONCLUSIONS 
Polarization-dependent spectral reflectance and transmittance of composite layer comprised of a transparent host 
and uniformly oriented prolate silver nanoparticles are investigated theoretically. An analysis based on the 
Maxwell-Garnett theory and results of three-dimensional full-wave simulations shows that it is possible to 
fabricate an ultra-thin polarizing structure with high performance in transmission and reflection. Note that 
currently developed physical and chemical techniques for preparation of metal-dielectric composites allow 
controlling of the shape of nanoparticles [13-15]. By selecting the proper shape of the nanoparticles or choosing 
matrices with different refractive indexes it is possible to achieve the polarization contrast at specified spectral 
regions.  

It should be noted that we considered in this paper the normal incidence of an electromagnetic wave on the 
layer. Generally speaking, the optical properties of the composite layer also depend on the angle of incidence. A 
separate study will be devoted to an analysis of this problem, as well as to developing of an adequate theory of 
the optical response of thin composite layers. 
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Abstract- We study numerically effects of acoustic band gap on SBS in MOFs by using plane wave 
expansion method. For the typical kind of MOFs with hexagonally arrayed circular air holes, the 
band gap of acoustic wave of XY mode appears only when the air holes’ filling rate is greater than 
a threshold value, and the upper and lower boundary values of the band gap decrease with the 
increasing of the air holes’ filling rate. Numerical results show that the Stokes pulse advancement 
can be achieved in the gain saturation regime. 
 

There is a great deal of recent interest in slow light, where the group velocity of a pulse is much less than 
the speed of light in vacuum[1-3]. Controllable slow light can be used in applications such as optical buffering, 
variable true time delay and optical information processing[4-5]. Unlike Electromagnetically induced 
transparency and coherent population oscillations, an amplifying resonance via stimulated Brillouin scattering 
(SBS) can be created at any wavelength. The use of microstructured optical fibers (MOFs) as the medium for 
SBS may offer additional advantages such as acoustic band gap (ABG) waveguide due to the profound effects of 
their periodic or quasiperiodic structure on wave propagation, and a low pump-power requirement due to long 
interaction lengths and small mode areas[6-7]. 
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Fig.1 Representations of the boundary values of the 
lowest and second lowest acoustic band gaps vs the 

air filling rate 

In this paper, we analyze effects of ABG on SBS in 
MOFs both analytically and numerically. The 
spatiotemporal evolution of stimulated SBS in MOFs’ 
periodic or quasiperiodic structure and some aspects of 
the influence that nonlinear and kinetic effects have on 
the evolution of SBS were studied. A 2-dimensional 
analytical model based on a fluid description of MOFs 
was developed initially.  

Various types of wave functions have been seen, 
including extended state, self-similar state with a 
power-law decay and confined state. It was found that 
the threshold intensity of the absolute instability and the 
steady-state spatial growth rate of the convective 
instability are both independent of the scattering angle. 
However, the saturation time of the convective 
instability exhibits a strong inverse dependence on the 
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scattering angle. For the typical kind of MOFs with hexagonally arrayed circular air holes, ABG of XY mode 
appears only when the air holes’ filling rate is greater than a certain threshold value, and the upper and lower 
boundary values of ABG decrease with the increasing of the air holes’ filling rate as shown in Fig.1.  

Due to the structure of the acoustic wave equation, the engineering of acoustic band gaps is much more 
efficient than that of photonic band gaps. For elastic waves, a large absolute band gap can be enhanced or created 
by inserting air inclusions in a two-component elastic phononic crystal or quasicrystal with small density 
contrast and filling fraction. The positions of the insertion are chosen to suppress the shear potential energy of 
the acoustic branches and lower their frequencies. The long-range order has been proved important for the 
formation of gaps at low frequencies. Large full gaps are found owing to its high symmetry. However, the gap 
structure evolves with the sample size. A gap can be enhanced or created by altering the microstructure 
according to the field-energy distributions of the Bloch states at the band edges as well as their derivatives.  

We also study time delay and pulse broadening of the Stokes pulse in the small-signal and saturation 
regimes. Numerical results show that pulse advancement can be achieved in the gain saturation regime, which 
compliments the recent experimental demonstration of slow light in an optical fiber. The SBS reflectivity is 
shown to depend sensitively on the frequency mismatch between the light wave used to seed the instability and 
the incident laser. In order to assess the effects that the finite size of the laser beam has on SBS, wide and narrow 
laser-beam geometries were considered. It was found that the evolution of SBS was characterized by three 
parameters: the spatial growth rate in the direction of the Stokes wave, the spatial damping rate of the 
ion-acoustic wave in the direction of the Stokes wave and the normalized width of the interaction region. SBS 
can be saturated by the damping or the lateral convection of the ion-acoustic wave, both of which limit the 
growth of the ion- acoustic wave (directly) and the Stokes wave (indirectly). When the laser intensity is strong 
enough, simulations differ substantially. It was shown that among various saturation mechanisms such as pump 
depletion, wavebreaking and generation of ion-acoustic wave harmonics, ion-trapping is the mechanism 
responsible for the observed differences. A good agreement was obtained for weak laser intensities. 
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Abstract – The near- and far-field properties of a number of active coated spherical nano-particles 
excited by an electric Hertzian dipole at optical frequencies are investigated. Their enhanced, as 
well as reduced, radiation effects are demonstrated and compared.  

 
1. Introduction 

Along with numerous studies in the optical frequency regime, current metamaterial-engineering research 

has demonstrated that including plasmonic materials to achieve a negative permittivity in the spherical 

shell of a coated nano-particle (CNP) can lead to novel optical properties, such as resonant scattering and 

transparency, that may be useful for sensor technologies, see e.g., [1] and the works referenced therein. 

Applications of the corresponding active CNPs, i.e., CNPs with gain included in or near them, have also 

been considered, such as a version of optical cloaking [2], [3], and the electromagnetic responses of 

fluorescent molecules in the presence of electrically small particles [4]. While the actual excitations of the 

active molecules in the above cases were plane waves, an electric Hertzian dipole excitation of a number 

of active CNPs, all consisting of a silica nano-core impregnated with gain material covered with a 

plasmonic nano-shell of silver, was investigated in [5], [6], where interesting resonance and transparency 

effects were reported. The present work reports the extension of these studies to the cases where the 

involved CNPs utilize different plasmonic materials, such as silver, gold, and copper; and compares their 

ability to provide the resonant, but also the non-radiating/transparent states. Throughout this work, the 

time factor )exp( tjω , with ω  being the angular frequency and t  being the time, is assumed and 

suppressed. 

 

2. Theory 

The CNP consisting of a sphere (region 1) of radius , layered by a concentric spherical shell (region 2) 

of outer radius , is immersed in free space (region 3), with the permittivity, 
1r

2r 0ε , permeability, 0μ , 

and wave number, λπμεω /2000 ==k , where λ  is the wavelength, see figure 1. It is illuminated by 

an arbitrarily located and oriented electric Hertizan dipole (EHD) having the dipole moment ss ps pp ˆ=
r

 

with the orientation  and complex amplitude  [Am]. Regions 1 and 2 are composed of simple 

(isotropic, homogeneous, and linear), lossy materials with permittivities, permeabilities, and wave 

numbers given by: , , and 

sp̂

i ε=

sp

'''
ii jεε − '''

iii jμμμ −= iiik μεω= , i=1 and 2, where the branch of the 

square root will be discussed below. The spherical coordinate system ( ϕθ ,,r ), and the Cartesian 

coordinate system ( zyx ,, ) are introduced such that the origin coincides with the common centers of the 

spheres. The coordinates of the observation point and the EHD are ( ϕθ ,,r ) and ( sssr ϕθ ,, ), respectively.        
     As to the details of the analytical solution, we refer to [6] and its ref. [23]. Only, its main points are 
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summarized here. The field due to the EHD is given as an 

expansion of transverse magnetic (TM) and transverse electric 

(TE) spherical waves with the known expansion coefficients 

 (TM coefficients), and , (TE coefficients), where the 

constant c depends on the region where the field is determined. 

Similarly, the unknown fields due to the CNP in the three 

regions are expanded in terms of TM and TE spherical waves, 

and  involve the unknown TM and TE expansion coefficients 

 and , respectively, where 

)(c
nma

nmiA ,

)(c
nmb

nmiB , 4,...,1=i . Specifically,  

 and  are the expansion coefficients of the field in 

region 1,  and , with and 3, are those of the 

field in region 2, and  and  are the coefficients of 

the field in region 3. These coefficients depend on the EHD location, and are easily obtained by enforcing 

the boundary conditions on the two spherical interfaces, 

nmA ,1 nmB ,1

nmi,A nmiB ,

nmA ,4

2=

nmB ,4

i

1rr =  and 2rr = .  

 
Figure 1: The configuration. 

     In order to report and compare the resonance phenomena in our active CNPs, the normalized 

radiation resistance (NRR), which is the radiation resistance of the EHD radiating in the presence of the 

CNP normalized by the radiation resistance of the EHD radiating in free space, is examined. In 

mathematical terms, the NRR reads 
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where ,  if the EHD is located in region 3, and nmnmnm Aa ,4
)4( +=α nmnmnm Bb ,4

)4( +=β nmnm A ,4=α , 

 if the EHD is located in either region 1 or 2, while  and  are the TM and TE 

expansion coefficients, respectively, of the EHD field for , cf. [6]. Furthermore, the symbol n is the 

mode number, while is the truncation limit in a practical implementation of the exact infinite 

summation and is chosen to ensure the convergence of the expansion in (1). 

nmB ,4

maxN

nm =β )4(
nma )4(

nmb

srr >

 

3. Results and Discussions 

The present work considers three different CNPs. In all cases, region 1 is a silica (SiO ) nano-core for 

which the permittivity is modeled by a contribution from the refractive index of silica in the frequency 

range of interest, 

2

05.2=n , and one from the canonical gain model , where the 

parameter 
0

22
1 2( εκε n −−= )κjn

κ  determines the nature of the nano-core: it is lossless (and passive) for 0=κ , lossy and 

passive for 0>κ , and active for 0<κ , in which case κ  is referred to as the optical gain constant. As to 

the nano-shell (region 2), three different plasmonic materials are considered: silver (Ag), gold (Au), and 

copper (Cu); their permittivity is denoted by 2ε . The corresponding CNPs are then referred to as the Ag-, 

Au-, and Cu-based CNPs. The radius of the SiO 2  nano-core is set to 241 =r hile the outer radius 

of the nano-shell is set to 301 =r resulting in a 6 nm thick nano-shell. Due to the nano-scale 

dimensions of the CNPs, the size dependence of the Ag, Au, and Cu permittivities must be taken into 

account. In this regard, empirically determined bulk values of the respective permittivities at optical 

wavelengths have been used [1], and their real and the negative of the imaginary parts are shown in 

figures 2(a) and (b) for 6nm thick Ag, Au, and Cu nano-shells. All three nano-shells are rather lossy with 

the Au one being lossier than the Ag one, and with the Cu one being the lossiest. The real part of each of 

nm, w

nm, 
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these nano-shells attains negative values in the observed wavelength range. Throughout the numerical 

investigations here, the EHD is taken to be z-oriented and located on the positive x-axis with the 

coordinates ( , , ), and its magnitude is set to . sr
o90=sθ

2

o0=sφ
95 10  Amsp −= ⋅

 
     

 

 

 

   

      (a)                            (b) 

ε ′ 2ε ′′Figure 2: The real, , (a) and the negative of the imaginary, , (b) parts of the permittivity of the 6 

nm thick Ag, Au, and Cu nano-shells normalized to the free-space permittivity. 

 

(a)  

 

 

 

 
       (a)                 (b) 

Figure 3: The NRR as a function of the wavelength,λ , of the lossless (a) and super-resonant (b) Ag-, Au-, 

and Cu-based CNPs. In all cases, the EHD is located inside the SiO 2  nano-core at nm. 12=sr

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

   (a)                   (b) 

Figure 4: The θ -component of the electric field of the lossless (a) and the super-resonant (b) Au-based 

CNP. In both cases, the EHD is located inside the SiO  nano-core at 2 12=sr nm. 
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Figure 3 shows the NRR as a function of the wavelength,λ , for the three CNPs with (a) 0=κ  and (b) 

251.0−=κ , 541.0−=κ , and 747.0−=κ , respectively, for the Ag-, Au-, and Cu-based CNPs. The latter 

values of κ  are those which lead to the largest NRR values (around 72 dB for the Ag-based CNP, 69.5 

dB for the Au-based CNP, and 69 dB for the Cu-based CNP). These correspond to a super-resonant state 

where the NRR values are significantly increased and the intrinsic plasmonic losses are vastly overcome, 

relative to the case of the corresponding lossless and passive CNPs in Figure 3(a). While the peak levels 

of the NRR in figure 3(b) are comparable, the wavelength at which they occur is different. It equals 501.5 

nm for the Ag-based CNP, 597.3nm for the Au-based CNP, and 602nm for the Cu-based CNP. Moreover, 

the magnitude of κ  needed for the super-resonance to occur is largest for the Cu-based CNP. This is 

expected as it is the lossiest of the three cases, cf., figure 2(b). 

     The super-resonances observed in figure 3(b) are due to a strong excitation of the dipole mode in 

the respective CNPs. This is demonstrated in figure 4(b) which shows the spatial distribution of the 

quantity , where  is the ||log20 ,10 θtE θ,tE θ -component of the total electric field normalized by 1 V/m, 

for the Au-based CNP with 541.0−=κ  and 3.597=λ  nm. Similar results were found for the other two 

CNPs, and are thus not included here. In contrast, the field is only weakly dipolar for 0=κ  in figure 

4(a), and the Ag-based CNP is therefore only very weakly resonant, this being in line with the results of 

figure 3(a).     

It is important to note that the super-resonant 

behavior for the three CNPs shown above is not 

restricted to the EHD location being inside the 

respective nano-cores. Figure 5 shows the NRR as 

a function of the EHD location, , for the three 

super-resonant CNPs. Clearly, the NRR is very 

large and constant for the EHD locations inside 

the CNPs, whereas it begins to decrease as the 

EHD moves away from the CNPs. We note again 

that it is largest for the lowest loss Ag-based CNP. 

However, provided that the distance between the 

EHD and the respective CNP is not too large, 

large values of the NRR will still result, thus enabling one to overcome the plasmonic material losses.  

sr

 
Figure 5. The NRR as function of the EHD  

location, sr , of the thee super-resonant CNPs.

     Apart from the super-resonant phenomenon observed in all cases for the indicated values of κ , 

additional interesting results are found when the EHD is located outside the CNPs. In particular, we refer 

to figure 6(a), which shows the NRR for the three super-resonant CNPs as a function of the 

wavelength,λ , when the EHD is at nm. A significant dip is observed in the NRR at 40=sr 2.593=λ nm 

for the Ag-based CNP, 2.679=λ nm for the Au-based CNP, and 9. 666=λ nm for the Cu-based CNP. 

As elucidated in detail in [6] for the Ag-based CNP, these dips can be related to quasi non-radiating, i.e., 

quasi-transparent or quasi-cloaking, states. Thus, the same Ag-, Au-, and Cu-based CNP can provide 

enhanced, as well as reduced, radiation properties. This effect, of course, is attained for a specific CNP at 

a different wavelength and EHD location. The quasi non-radiating state is further illustrated with the 

θ -component of the electric field, see Figure 6(b), for the Au-based CNP for 2.679=λ nm, 541.0−=κ , 

and the EHD being located at nm. Similar field results are obtained for the other two CNP cases.  40=sr
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                      (a)           (b) 
Figure 6: The NRR as a function of the wavelength, λ , for the three super-resonant CNPs when the EHD 

is outside the CNPs at nm (a), and the 40=sr θ -component of the electric field of the Au-based 

super-resonant CNP for λ=679.2 nm and the EHD located at 40=sr nm (b). 

 

4. Summary and conclusions 

Comparisons of the super-resonant states for silver, gold and copper coated active silica core CNPs were 

given. It was demonstrated that larger gain values are required for the larger loss metals to achieve the 

super-resonant state. It was also shown that the super-resonant state did not depend on the EHD location 

until it was outside of the CNP. It was further demonstrated that non-radiating states are possible for the 

active CNPs when the EHD is located in their exterior at a specific distance from the CNP and is driven 

at a specific frequency. 
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Abstract- Surface plasmon polariton photodetectors based on the gratings with antocorrelated relief 
have been proposed for the first time. Spectral dependence of light reflectance as well as photocurrent 
shows peculiarities connected with excitation of surface plasmon polaritons. The technology of grating 
formation allows to avoid the etching of semiconductor substrate. This simplified the manufacturing 
process significantly and makes it more compatible with microelectronic technological processing. 

 
1. INTRODUCTION 
Surface plasmon polariton (SPP) photodetectors usually based on the Schottky barrier like 

Au/GaAs with periodically corrugated  interface [1,2]. It requires the formation of the surface 

relief of diffraction grating type before the deposition of Au plasmon carrying and barrier 

forming film. This step complicates the technology of manufacturing of multisensors and 

sometimes makes it impossible thus significantly obstruct the wide application of this kind 

of photodetectors or sensors. In this work new method for diffraction grating formation are 

suggested. This method allows to produce periodically corrugated thin metal films with 

transmittance strongly depends on the mutual correlation of two metal film interfaces with air 

and semiconductor. This could be the final stage of manufacturing of this type photodetector 

when all elements and circuits on the chip (like CCD matrix) are already formed.  

 

 

2. SAMPLE PREPARATION 
The procedure of sample preparation consists in vacuum deposition of thin Au film (20 nm) as 

a first step. Then film of chalcogenide semiconductor As4S6 with 120 nm thickness has been 

deposited as second layer. This film is photosensitive and changes its physical and chemical 

properties [3] due to exposition to laser holographic image of diffraction grating. So, chemical 

etching of As4S6 film forms the mask of grating type (1465 nm period). Then part of Au film was 

removed chemically by iodine based etchant through the opens in As4S6 mask. And finally, 

additional Au film with 60 nm thickness has been deposited forming the structure shown on fig.1 

a. As it seen from the cross section, the active plasmon carrying layer consists of gold film 

with inclusion of periodically placed As4S6 nanowires which as a result forms anticorrelated 

periodic relief. The bottom Ohmic contact made by deposition of Indium. The top Au film forms 

Schottky barrier contact, so the exposition to the light generates photocurrent in this 

structure. 
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Figure 1. a) Cross section of prepared surface barrier structure. 

          b) Spectra of light reflectance at different angle of incidence, degs: 1) 10; 2) 15; 

3) 20. 

 

3. RESULTS AND DISCUSSIONS 
Spectral dependence of reflectance of p-polarized light at different angle of incidence (fig.1 

b) shows few minima corresponding to excitation of surface plasmon polariton waves. Their 

position depends on grating period and corresponds to the condition of the wave vectors matching: 

 

                                )sin(22
Θ+=

λ
ππ

a
mK spp                               (1) 

 

where Kspp is the wave vector of the SPP, m is the integer m=±1,2... 

GaAs

As4S6 
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20 nm
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60 nm
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Figure 2. a) Spectral dependence of the photocurrent measured at the angle of light incidence 

0 degrees (1,3) for p- (1,2) and s- (3) polarized light. 

b) Angular dependence of the photocurrent measured for p-polarized light with 

wavelength, µm: 1) 0.65; 2) 0.7; 3) 0.8. 

559



 

Spectral dependence of photocurrent of the structures (fig.2 a) measured at different angle 

of light incidence shows maximum around 0.8 µm (curves 1 for p-polarized light and normal light 

incidence) which corresponds to excitation of SPP. This maximum split on two at 0.72 µm and 

0.83 µm for the 5 degrees angle of incidence (curve 2). There are not any maxima for s-polarization 

of the light (curve 3). This behavior of the photocurrent is evidence of SPP excitation. The 

same resonant photocurrent features are observed on the angle dependencies at different 

wavelengths of incident light (fig.2 b). The photocurrent maximum position depends on wavelength 

and defined by relation (1). Besides, due to enhancement of light transmittance into 

semiconductor absorber layer of surface barrier structure for anticorrelated relief, the 

photocurrent value and the sensor sensitivity will be increased [4]. 

 

4. CONCLUSIONS 
In conclusion we can say that surface plasmon polariton photodetectors based on the gratings 

with anticorrelated relief have been proposed for the first time. Spectral dependence of light 

reflectance as well as photocurrent reveals peculiarities connected with excitation of surface 

plasmon polaritons. The technology of grating formation allows to avoid the etching of 

semiconductor substrate. This simplified the manufacturing process significantly and makes it 

more compatible with microelectronic technological processing.  
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Abstract— It is shown that the polarization states of optical spots at the nanoscale can be
manipulated to various points on the Poincaré sphere using a plasmonic nanoantenna. Linearly,
circularly, and elliptically polarized near-field optical spots at the nanoscale are achieved with var-
ious polarization states on the Poincaré sphere using a plasmonic nanoantenna. A novel plasmonic
nanoantenna is illuminated with diffraction-limited linearly polarized light. It is demonstrated
that the plasmonic resonances of perpendicular and longitudinal components of the nanoantenna
and the angle of incident polarization can be tuned to obtain optical spots beyond the diffraction
limit with a desired polarization and handedness.

1. INTRODUCTION

Polarized electromagnetic radiation has led to interesting technical applications and significant
advancements at both optical [1, 2, 3, 4] and microwave frequencies [5]. With advances in nan-
otechnology, electromagnetic radiation beyond the diffraction limit with a particular polarization is
an emerging need for plasmonic nano-applications. Among these applications, all-optical magnetic
recording [6, 7] is a novel application which requires circular polarization. In the literature, it has
been demonstrated that the magnetization can be reversed in a reproducible manner using a cir-
cularly polarized optical beam without an externally applied magnetic field [6, 7]. To advance the
areal density of hard disk drives beyond 1 Tbit/in.2 using such a scheme, a sub-100 nm circularly
polarized optical spot beyond the diffraction limit is required.

Recently, there has been growing interest in obtaining optical spots with various polarizations
beyond the diffraction limit. Ohdaira et al. [8] obtained local circular polarization by superposing
two cross propagating evanescent waves. Lindfors et al. [9] illuminated an optical lens with unpo-
larized light, and obtained fully polarized light in rings on the focal planes. It has been recently
demonstrated that the polarization of diffraction limited incident beams can be manipulated using
nanoparticle based antenna geometries [10, 11, 12, 13] and nanorod arrays [14]. Elliptically and
circularly polarized near-field radiation can also be achieved through subwavelength apertures by
utilizing a circular hole surrounded by elliptical gratings [15] and L-shaped hole arrays [16].

It is well known that the polarization of an optical beam can be represented by the phase differ-
ence and amplitude ratio of the electric field components. Any polarization state on the Poincaré
sphere can therefore be achieved by properly tuning the amplitude ratio and phase difference of the
beam. In this study, we have achieved this tuning process at the nanoscale by using a plasmonic
nanoantenna. A plasmonic nanoantenna is illuminated with diffraction-limited linearly polarized
radiation. Plasmonic resonances of perpendicular and longitudital components of the nanoantenna
are adjusted to obtain optical spots at the nanoscale with linear, circular, and elliptical polariza-
tions. We have shown that the nanoscale optical spots with different polarizations can be achieved
on the Poincaré sphere by tuning two parameters: (a) the horizontal or vertical antenna length and
(b) the polarization angle of the incident linearly polarized beam.

2. OPTICAL SPOTS AT THE NANOSCALE WITH LINEAR POLARIZATION STATES

Polarization state of an optical beam can be represented by the amplitude-ratio and phase-difference
between field components of the beam. The Stokes parameters and the Poincaré sphere represen-
tation [17] are alternative, yet more rigorous ways to characterize the polarization states. These
representations are widely used in the literature to describe the polarization state of diffraction-
limited electromagnetic radiation. In this study, these representations are utilized to characterize
polarization state of optical spots beyond the diffraction limit obtained from a plasmonic nanoan-
tenna. The Stokes parameters that correspond to a specific polarization state are then utilized
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Figure 1: Effect of αpol on (a) the Stokes parameters of the incident linearly polarized radiation (Qinc, U inc,
V inc), (b) the Stokes parameters of the output radiation from the nanoantenna for Lv = 130 nm, (c) Iinc,
Iout for Lv = 130 nm , and Iout for Lv = 160 nm, and (d) the Stokes parameters of the output radiation
from the nanoantenna for Lv = 160 nm.

to construct a Poincaré sphere that visually describes the polarization state and intensity of the
optical spot. The handedness of the optical spot is determined by its location on the upper or lower
half of the Poincaré sphere.

A cross-dipole plasmonic nanoantenna [11, 12, 13] is investigated to convert diffraction limited
linearly polarized light into an optical spot with linear, circular or elliptical polarization beyond
the diffraction limit. In this study, the thickness of each antenna particle is T = 20 nm and the
width is W = 10 nm. Antennas with various horizontal and vertical lengths are investigated. The
operating wavelength is selected as λ = 1100 nm, which corresponds to the resonance wavelength
of the cross-dipole geometry. The dielectric constants of gold at λ = 1100 nm is chosen as εgold =
-58.8971+i4.61164 [18].

To characterize the polarization states of near-field radiation from the nanoantenna, the Stokes
parameters 20 nm below the gap center of the antenna are used. The Stokes parameters are given
as [17]

Iout = (1/η)[(eout
h )2 + (eout

v )2] (1)

Qout
N = (1/η)[(eout

h )2 − (eout
v )2]/Iout (2)

Uout
N = (2/η)eout

h eout
v cosψout/Iout (3)

V out
N = (2/η)eout

h eout
v sinψout/Iout (4)

where the subscript N represents the normalized Stokes parameters projected onto a Poincaré
sphere with unit intensity. The superscript out represents the Stokes parameters of the near-field
radiation from the nanoantenna, whereas, superscript in represents the Stokes parameters of the
input diffraction limited optical beam. eout

h and eout
v are the field amplitudes within the optical spot

and ψout is the phase difference between field components.
First, we obtain optical spots at the nanoscale with linear polarizations at various points on the

equator of a Poincaré sphere. For this purpose, we utilized a symmetric cross-dipole nanoantenna
with Lh = Lv = 130 nm, where Lh and Lv represent the length of horizontal and vertical par-
ticles [12]. The nanoantenna is illuminated with a diffraction limited linearly polarized radiation
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Figure 2: A unit Poincaré sphere with certain polarization states illustrated as points on its surface. Q, U ,
and V are the Stokes parameters, and αpol is the angle of incident linear polarization.

with a polarization angle αpol varying between 0◦ and 180◦. Fig. 1(a) shows the Stokes parame-
ters of the diffraction-limited incident beam as a function of incident polarization angle αpol. The
location of the polarization states of the incident beam on the Poincaré sphere are depicted in
Fig. 2. Fig. 1(b) illustrates Stokes parameters of the near-field radiation as a function of αpol for
a symmetric nanoantenna with Lh = Lv = 130 nm. The result suggests that optical spots with
linear polarization are obtained at the output via the nanoantenna.

In Fig. 1(c), Iinc is 0.002 for αpol between 0◦ and 180◦. In Fig. 1(c) Iout(Lh = 130) shows an
increased value of around 0.76, which highlights the enhanced output radiation due to plasmonic
resonance of the nanoantenna. The remaining three Stokes parameters of the incident and output
radiations, Qinc and Qout

N , U inc and Uout
N , and V inc and V out

N behave similarly, as seen in Fig. 1(a)
and 1(b). The reason for the similar behavior is due to two reasons:

(i) Since the antenna components have equal lengths, the phase difference between the field
components is kept the same without a change at the opposite space of the antenna. We observed
that the ψout = ψinc at all angles αpol = 0◦ – 180◦. This means that V out = 0 at all the incident
linear polarizations for a symmetric cross-dipole. V out = 0 ensures that the polarization states
that are obtained from the antenna are located on the same coordinate of the Poincaré sphere for
a linearly polarized diffraction-limited illumination. In other words, the output polarization state
lies on the equator of the Poincaré sphere, as shown in Figure 2, depending on the angle of incident
linear polarization αpol.

(ii) Cross-dipole antenna produces both field components, eout
h and eout

v , within the optical
spot. Both eout

h and eout
v are enhanced with the same amount by the horizontal and vertical

antenna components, since the antenna is symmetric. For this reason, the polarization angle of
the diffraction-limited incident linear polarization is equal to the polarization angle of the linearly
polarized optical spot produced by the antenna.

3. OPTICAL SPOTS AT THE NANOSCALE WITH CIRCULAR AND ELLIPTICAL
POLARIZATION STATES

A cross-dipole plasmonic nanoantenna is investigated to convert diffraction-limited linearly polar-
ized radiation into circularly and elliptically polarized near-field localized radiation beyond the
diffraction limit. The plasmonic resonances of the perpendicular and longitudinal components of
the nanoantenna and the angle of incident polarization are tuned to obtain circular and elliptical
polarization states from a linearly polarized illumination.

An asymmetric antenna with Lh = 130 nm and Lv = 160 nm is investigated. In Fig. 1(c),
as αpol varies between 0◦ – 180◦, Iout varies between 0.08 and 0.76, since einc

h and einc
v result in

different enhancements for various angles on the horizontal and vertical components of the antenna.
For instance, at αpol = 0◦, einc

h is supported merely by the horizontal component, and at 90◦, einc
v

is supported merely by the vertical component. At αpol = 0◦ the horizontal antenna particle is
in resonant with einc

h . At 90◦, however, the vertical particle is slightly out of resonant with einc
v

because Lv is greater than Lh. Therefore, the plasmonic enhancement at αpol = 0◦ is larger than
the plasmonic enhancement at αpol = 90◦. As a result, Iout = 0.08 at αpol = 90◦, and Iout = 0.76
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(a) (b) (c)

Figure 3: Unit Poincaré spheres with certain polarization states illustrated as points on their surfaces. φ
illustrates the angular distance from different cut-planes passing through spheres onto the equator of the
spheres.

at αpol = 0◦.
In Fig. 3(a), (b), and (c) various polarization states from an asymmetric antenna geometry are

presented for Lv = 140 nm, 150 nm, and 160 nm, respectively. A linearly polarized diffraction-
limited radiation is incident upon the antenna at αpol = 0◦, 30◦, 45◦, 60◦, 73◦, 90◦, 120◦, 135◦, and
150◦. At Lv = 140 nm and Lv = 150 nm, linear, right-hand, and left-hand elliptical polarization
states are obtained on the surface of the Poincaré spheres, as depicted with solid points in Fig. 3(a)
and (b). These states exist on the intersection curve between a Poincaré sphere and a cut-plane
that passes through the sphere, and which makes an angle φ with the equator of the sphere, as
illustrated in Fig. 3. If a linear polarization is incident on the antenna with Lv = 130 nm, then
φ = 0◦ as shown in Fig. 2. When Lv = 160 nm this cut-plane is perpendicular to the equator, as
demonstrated in Fig. 3(c). As a result, there exist both linear and elliptical polarization states, as
well as at αpol = 73◦, a left-hand circular polarization state on the surface of the Poincaré sphere.
An important consequence of the result in Fig 3 is the following. If Lv is increased from 130 nm to
160 nm when the nanoantenna is illuminated with a linearly polarized diffraction-limited radiation
with αpol from 0◦ to 180◦, then the whole surface of the Poincaré sphere can in principle be obtained
at the output optical spot at the nanoscale.

4. CONCLUSION

In summary, optical spots with linear, circular, and elliptic polarizations were achieved via symmet-
ric and asymmetric cross-dipole nanoantennas. It was demonstrated that a cross-dipole nanoan-
tenna can convert diffraction-limited linearly polarized light into linearly, circularly, or elliptically
polarized optical spots beyond the diffraction limit. It was shown that the nanoscale optical spots
with different polarizations can be achieved on the Poincaré sphere by tuning two parameters:
(a) the horizontal or vertical antenna length and(b) the polarization angle of the incident linearly
polarized beam.
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Photorealistic depictions of spherical gradient-index metamaterials-

based objects
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Abstract- Visually stunning photorealistic images and animations of metamaterials-based devices in 

action can be created and rendered in real time with a technique that will be described in detail. 

Such rendering is useful in assessing the ultimate device performance that may be achievable even 

with imperfect metamaterials.

1. INTRODUCTION

With the advent of transformation optics and metamaterials, objects previously thought impossible to fabricate 

because of the need for extremely small or large values of the index of refraction have come within practical 

reach.  Recently,  an  Eaton  lens  was  constructed  in  the  microwave  regime  for  the  first  time  with  use  of 

transformation optics to remove the singularity at the origin (where ordinarily the index of refraction would 

approach infinity) [1].  Being able to visually depict the behavior of devices such as the Eaton Lens, Maxwell’s 

Fisheye (recently proven to allow perfect imaging without negative refraction [2]), or invisibility cloaks [3] is 

useful  not  only pedagogically,  but  also  to  substantiate  the  utility  of  a  certain  design.   For  example,  if  an 

imperfect invisibility cloak were someday designed, it would be useful to see how it would look in a real-life 

setting in order to assess its usefulness.

Recently there have been a few reports of achieving photorealistic images of metamaterials-based objects. 

In 2006, Dolling et al. used the free software POV-Ray to create photorealistic images of glasses of “negative-

index” water, and POV-Ray should be useful in depicting any situation involving objects consisting of isotropic, 

uniform indices of refraction [4].  In 2009, Halimeh et al. depicted the performance of a carpet cloak [5], both 

ideal and non-ideal.  In early 2010, I showed how an invisible sphere can be transformed into a polarization-

dependent object with correct ray trajectories for only one polarization but with considerably relaxed materials 

properties, and then described an overview of the process used to produce a photorealistic image [6].  In this 

report, the same process is described in great detail, but while using existing free software. It is hoped that this 

will enable others to produce photorealistic images of future devices designed with use of transformation optics, 

metamaterials, or with transmutation of singularities.

2. PREPARING THE BACKGROUND

To create a natural-looking background and avoid parallax errors, an outdoor setting should be selected where 

there are no nearby objects.  With a camera mounted on a tripod, 90-100 pictures can be taken in all directions 

with overlapping features and then stitched together automatically using the free software Autostitch [7].  Figure 

1 shows a resulting panorama from this process, this time of the Chinese Garden in Singapore.
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Figure 1. A stitched panorama of the Chinese Garden in Singapore

The second step in the process is to split the background into a cubemap, which is essentially a 6-sided 

polygon that, if placed at the center, the view would be the same as in the original scene.  There are a number of 

free software packages that can convert a panorama into a cubemap.  The six faces of the cubemap are shown in 

Figure 2.  (After the six .jpg files are extracted, they can be saved in a .des-formatted file which is a standard 

cubemap format.)  The reason that a cubemap is preferred to a spherical-coordinate map, for example, is because 

at a later stage, texture lookup can be done faster on 2D objects.

                                              

   

                                              

                          

Figure 2. The six faces forming the cubemap for the background.
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3. PREPARING THE METAMATERIALS-BASED OBJECT

To achieve real-time rendering, the above cubemap can be used in any software supporting OpenGL or DirectX. 

For this example, AMD’s free RenderMonkey, which is useful for DirectX code debugging, has integrated pixel 

and vertex shader development environments.  A pixel shader can be developed with customized behavior based 

on the ray trajectories desired in the metamaterials-based object, and ref. [8] is a useful text for learning the 

necessary skillset.

Figure 3(a) shows an object with a spherically gradient refractive index profile created in Mathematica. 

With all rays emanating from a certain point in the left part of the figure, this point can be thought of as the 

camera in RenderMonkey, with the distance between the camera and the sphere in Mathematica equal to the 

distance in RenderMonkey.  Different rays have different angles of incidence with the sphere’s surface, and each 

ray has a different corresponding exit angle after its path through the sphere is complete.  A set of data pairs in 

the form of angle of incidence vs. angle of ultimate refraction can be assembled and an empirical interpolating 

function can be created for use in the pixel shader to relate the two.  The pixel shader is called by the renderer 

each time a ray from the camera intersects the surface of the object, as is passed vectors representing the normal 

vector of  the surface and the incident  ray.   The object  placed in the environment is  a sphere.   The shader 

language used (High Level Shading Language) allows overlapping images, so in cases of multiple ray paths 

(birefringence)  or  surface reflection,  there  would  simply be more  than  one  interpolating  function,  with  the 

ultimate color of the pixel seen at the surface of the sphere (where the shader is invoked) determined by a 

weighted average of the background pixels pointed to by the exit angles.  For Figure 3(a), the formula relating 

the  output  ray vector  to  the  input  ray vector  has  a  complicated  dependence  on  the  input  ray vectors.   (It 

corresponeds to the polarization-dependent invisible sphere described in ref. [6]).  For Figure 3(b), an Eaton 

Lens, however, the relationship is simple.   Regardless of  the position of the camera, each ray simply turns 

around.  The output ray vector is the inverse of the input ray vector at any point.  The pixel shader is very simple. 

It simply looks up the appropriate pixel from the cubemap texture using this vector.  (This can be done in a 

single line of code in the shading language.)

Figure 3. (a) A device with a complicated exit ray vs. incident ray relationship, (b) A device with a very simple 

exit ray vs. incident ray relationship.

The Eaton lens produces inverted images, because a camera looking towards the top of the Eaton lens will have 

its ray vector reversed, which then points back past the camera towards the bottom portion of the background 

(the cubemap behind the camera and sphere).  The pixel shader has no knowledge of processes inside the sphere. 
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It only computes the exit ray direction given the input ray direction at the sphere’s surface.  That calculation can 

be done very quickly and fast, real-time animations can be produced with this method, and numerous software 

packages can create such animations.  A shader developed as described above is in a relatively standard format 

and can be imported into a variety of graphics software packages for use.  Figure 4 shows the background and an 

Eaton  lens  created  with  the  process  described  and  captured  directly  from RenderMonkey.   The  camera  is 

infinitely small, so the picture-taker is not visible.  By comparison with Figure 2, it has correct behavior.

Figure 4. Finished rendering of Eaton lens in action

4. CONCLUSIONS

Although the Eaton lens is so simple that this process could have been carried out with a simple copy-and-paste 

operation  to  make  a  realistic  image,  the  process  described  here  is  much  more  powerful  and  can  handle 

spherically-symmetric  refractive  index profiles  of  arbitrary complexity,  yielding animations  and images that 

serve both to educate and inspire. The process can be used to render such objects as invisible spheres, invisibility 

cloaks, the Eaton Lens, Maxwell’s Fisheye, and any spherical optical transformations of those structures.
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Abstract- We report on the excitation of Cerenkov radiation with no energy threshold in metallic 
metamaterials, one-dimensional arrays of subwavelength cut-through slits. The considered metamaterial 
supports Cerenkov wakes via transition radiation at each slit opening, which is analogous to its effective 
anisotropic dielectric medium. 

 
1. INTRODUCTION 
Recent introduction of the concept, metamaterial, has been providing breakthroughs to previously unsolved 
problems mainly in optical sciences. One of those breakthroughs is the geometrically controlled index of 
refraction from perfect conducting metal slits [1,2]. Here, we note its potential as a medium for the generation of 
Cerenkov radiation in free-electron-lasers (FELs) and wakefield accelerators where choosing appropriate 
dielectric material is limited by dielectric breakdown [3] and thermal issues [4]. We show that this metallic 
metamaterial can serve as a medium which support threshold-free Cerenkov radiation. 

 
2. CERENKOV RADIATION IN METALLIC METAMATERIALS 
We considered a metamaterial structure with its effective index of refraction, 4=n , which is close to the 
indices of dielectric materials such as Sapphire and GaAs which are commonly used in compact FELs [4]. For 
comparison, both the isotropic and anisotropic effective dielectric media were modeled using the following 

parameters, 4/ == adn  for the isotropic medium and 25.0/,,4/ ==¥=== daad yzx mee  for the 

anisotropic medium. A particle-in-cell (PIC) code, MAGIC, and finite-difference time-domain (FDTD) code, 
CST studio suite, were used to model the interaction between these media and a bunch of moving electrons with 
various energies. 
The energy of the electron bunch was varied to verify the well-known dependence of Cerenkov radiation on 
particle’s velocity such as the angle of radiation cone and the velocity threshold found in normal isotropic 
dielectric medium. Since the energy threshold for an isotropic dielectric medium with n = 4 is 16.8 keV, the 
energy of the electron bunch was varied below and above this value. The resulting angles of radiation cones for 
the metamaterial and its corresponding effective dielectric media were measured by taking the contour plots of 
z-component of magnetic field, Hz. As expected, for the effective isotropic medium with 4/ == adn , the 
threshold energy was identified as 16.8 keV below which is shaded in gray as shown in Fig. 1 (a). Fig. 1 (b) and 
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Fig. 1 (c) show typical contour plots for metal slits and isotropic dielectric medium at 20 keV, where the 
radiation angles are simulated to be 14.8o and 24.6o, respectively. 
 

 
Figure 1. (a) Simulated radiation angles for metal slits structure, effective anisotropic dielectric medium, and 
effective isotropic dielectric medium are compared at various beam energies. Contour plots of the Hz field 
distributions are shown for (b) metal slits and (c) its effective isotropic dielectric medium. 

 
3. ENERGY DEPENDENCE OF RADIATION PATTERN 
The radiation pattern from the metal slits is similar to that of the ordinary Cerenkov radiation in normal isotropic 
dielectric slab but its exact dependence on electron’s energy does not follow the one for normal isotropic 

dielectric medium, ( )bw
q

n
1cos =  (dashed line) where θ is the angle formed by the particle velocity vr  and 

the wave vector of the Cerenkov radiation and ( )wn  is the index of refraction at the considered frequency, ω. 

Rather, since the propagation of radiated field only occurs in the vertical direction inside each slit with the 

velocity of light, c, while the electron bunch pass above the structure with the velocity of cb , the radiation 

angles in metal slits follow those from the relation, 
b

q 1tan ==
beamv
c

, as shown in Fig. 2 (a) (solid line) 

together with those from an effective anisotropic medium as shown in Fig. 2 (a) (hollow square). As a result, in 

contrast to the isotropic dielectric case where velocity threshold is given as n/1>b , no velocity threshold was 
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found in metal slits and its effective anisotropic dielectric medium. These peculiar characteristics can also be 
deduced from the well-known kinematic relation for Cerenkov radiation in anisotropic dielectric 

medium, ( )bw
q

kkn j /,
1cos 0 r=  where ( )kkn j /,

r
w  denotes the refractive index for ordinary- and 

extraordinary-waves. This kinematic relation becomes bq =0tan  for extraordinary-waves in the considered 

effective anisotropic medium. 
 
4. CONCLUSIONS 
We showed that metallic metamaterials support Cerenkov wakes when a bunch of electrons moves close to it. 
The resulting radiation pattern showed equivalence to its effective anisotropic counterpart, which results in no 
energy threshold for the generation. We expect that such capability of the metallic metamaterial can provide 
breakthroughs to applications based on Cerenkov radiation by alleviating the limitations of ordinary dielectric 
materials such as low index of refraction, dielectric breakdown, and thermal issues. 
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Abstract- We report the manipulation of surface plasmon polaritons (SPPs) on a thin Au layer integrated 

on top of the mirror of a vertical-cavity surface-emitting laser (VCSEL). Gratings etched into the Au 

layer to different depths are used to couple the light into and out of the film, and to bend the trajectory of 

the SPP. The result paves the way to compact integrated plasmonic devices. 

 

1. INTRODUCTION  

The use of metal films to confine electromagnetic waves as SPPs continues to receive considerable attention [1]. 

They have a wide range of applications such as biosensing [2], chip-to-chip optical interconnects applications [3] 

and more recently for data storage [4]. However, the SPPs are excited using a separate light source which 

compromises the compactness of the system [2, 4]. We previously demonstrated that SPPs can be directly 

excited on the top surface of a metallised single mode Vertical Cavity Surface Emitting Laser (VCSEL) [5]. In 

this paper, we have designed the VCSEL with a customized planar gold surface to permit the propagation and 

manipulation of the SPPs.  

 

2. DEVICE STRUCTURE AND FABRICATION  

The structure of the 850-nm VCSELs used consisted of a bottom n-doped Distributed Bragg Reflector (DBR) 

made of 35.5 pairs of graded index Al0.12Ga0.88As–Al0.9Ga0.1As. The active region had three 6-nm-thick GaAs 

quantum wells. The top p-doped DBR had 22 pairs of graded index Al0.12Ga0.88As–Al0.9Ga0.1As layers. An 

Al0.98Ga0.02 As layer replaced an Al0.9Ga0.1As layer in the top mirror close to the optical cavity for the selective 

oxidation process. Mesas with 57 µm diameter and an arm (see figure 2) were lithographically patterned and dry 

etched to the cavity region. The selective oxidation formed current confinement apertures of 4 µm diameter in 

the mesas whereas the narrower “arm” section is completely oxidized to prevent current flow and recombination 

in this SPP propagation region. This was followed by SiO2 passivation. 

 

Figure 1 Schematic cross section of the plasmonic VCSEL. 
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After opening the SiO2 layer on top of the mesa and “arm”, a p-type metal (Ti–Pt–Au) ohmic contact was 

deposited and a n-type (Au–Ge–Ni) ohmic contact was evaporated on the substrate. The Au-Cr-SiO2 trilayer was 

then deposited on the top of the mesas using a lift-off process. The half-wave thickness of the oxide layer 

ensured that the antinode of the electric field inside the device occurred at the top of the SiO layer. The Cr layer 

is use as adhesive layer for the Au, which is 200nm thick to get the best efficiency in term of coupling and 

propagation length. The gratings designed for 850 nm were milled in the Au and Cr layers using a focused ion 

beam (FIB) system FEI FIB200DE. This apparatus used Ga+ ions accelerated to 30 keV with a pixel dwell time 

of 1 s and a pixel overlap of 50% to mill patterns. Milling current was 50 pA and the process was carried out at a 

magnification of 65 000. The excitation grating was placed centrally on the mesa to be aligned with the VCSEL 

emission from the underlying oxide aperture. The excitation incoupling grating (IG) was milled through the 

entire layer of Au and Cr to get the maximum of the electric field to launch the SPPs. The SPPs are allowed to 

propagate along the gold layer. A shallow extraction grating (OG) of 30 nm depth is used to out couple the SPPs 

to air. On the figure 2 a) is shown the device with a straight arm and on the figure 2 b) is shown the device with a 

90° bend arm.  

 

Figure 2 a) Device with a straight gold guide of 180 µm long and 10 µm wide. b) Device with a 90° bent gold 

guide of 10 µm wide and a first part of 70 µm long and a second part of 120 µm long. c) Excitation grating  

The figure 2 c) shows the excitation grating composed of 3 slits just touching the SiO2. 

  

3. MEASURE OF THE PROPAGATION LENGTH OF THE SPPs 

The devices are characterized in far field by using a CCD camera.  In order to determine the propagation length 

of the SPPs we have used two different methods. The first method consists in milling a first extraction grating at 

the end of the guide, measure the intensity and then milling another extraction grating closer to the excitation 

grating and measure again the intensity. The results are plotted on the figure 3. An exponential fit gives a SPP 

propagation length (Pl) in intensity of about 39 µm. Despite the fact that the SPPs are strongly polarized along 

the 0° direction which corresponds to the direction of the guide, we see a small contribution from the 90° 

direction. The explanation is that the guide is very wide, hence the SPPs can propagate with a small angle 

compared to the guide direction, which creates this unexpected contribution to the scattered light.  

75 µm 60 µm 

2 µm 

c) 
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Figure 3 Intensity from the different gratings for the 

two orthogonal directions of polarization 

Figure 4 Intensity from the eleven slits spaced by 10 

µm, with the first slit placed at 70 µm from the 

excitation grating. 

The second method consists in milling a shallow single slit every 10 µm with a depth of 15 nm, in order to 

extract only a small amount of light. Then we measured the intensity coming from etch slit, the results are 

plotted on the figure 4. In this configuration we get a propagation length of 45 µm. 

These two methods give a propagation length close to the theoretical estimation of 60 µm for a 200 nm layer of 

gold with a perfectly smooth surface. 

 

4. MANIPULATION OF THE SPPs 

We have also demonstrated the propagation of the SPPs along a 90° bent guide using a shallow etched Bragg 
mirror. The Bragg mirror is designed to have a period corresponding to λ in the direction of propagation of the 

SPPs and is composed of 3 slits. It is placed in the corner to change the direction of propagation of the SPPs 

(figure 5). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The figures 6 and 7 show respectively the intensity of light we get from the extraction grating placed after the 

corner with and without the Bragg mirror. Without the Bragg mirror only noise from the VCSEL is measured 

even with no attenuation filter, whereas a strong bright spot is observed at the location of the extraction grating 

 

Figure 5 Image of the 90° bent arm with a Bragg mirror. In inset 

is shown a zoom of the Bragg mirror. 
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with the Bragg mirror present at the corner. This demonstrates the efficiency of the Bragg mirror to control the 

propagation of the SPPs. 

  

5. CONCLUSION 

We have demonstrated the excitation of SPPs on a gold layer deposited on top of a VCSEL by using a grating. 

These SPPs show a good propagation length and we demonstrated the possibility to change their trajectory by 

using a Bragg mirror. Plasmonics is an emerging platform for high sensitivity sensors and will enable 

applications such as label-free detection of proteins and process control in pharmaceutical industries. The direct 

integration of laser sources with the plasmonic sensing structures will result in a compact, mass producible low 

cost sensor platform.  
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Figure 6 Image with a 30dB attenuation filter of the 

extraction grating, with a Bragg mirror. The dashed 

lines represent the gold guide. 

Figure 7 Image without any attenuation filter of the 

extraction grating, without a Bragg mirror. The dashed 

lines represent the gold guide.  
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Abstract- This work presents theoretical and experimental investigations of a tunable 
metamaterial which exhibits negative permeability in the THz frequency range. The tunability is 
obtained by temperature changes, and the sample consists of an array of high-permittivity SrTiO3 
(STO) rods micromachined by a femtosecond laser. Structures exhibiting a negative permeability 
on multiple frequency bands are also investigated and a proper choice of the dimensions of the 
pattern allows us to achieve a substantial broadening of the frequency band with negative µ.   

 
1. INTRODUCTION 
During the last decade, the concept of metamaterials has been conceived and a variety of metamaterial 
structure was extensively investigated. Most of the works are inspired by of the structures proposed 
initially by Pendry [1] and deal with metamaterials based on a dielectric substrate with subwavelength 
metallic patterns. Another approach focusing on the Mie resonances of dielectric particles [2, 3] leads to a 
different class of metamaterials. In this work, we propose firstly the description and the numerical study 
of a tunable metamaterial based on the modulation of the permittivity by temperature and so the 
frequency resonance targeted in the THz wavelength. We also present an extension of this structure, 
which simultaneously exhibits several magnetic resonances in sub mm range. Finally we will study the 
impact of the geometry on the frequency broadening band where µ<0. Our investigated metamaterials 
may offer a possibility to bridge the gap between the microwave and optical frequencies .      
 
2. RESPONSE OF THE METAMATERIAL  
Our sample, as shown in fig.1 (a) consists of a high permittivity dielectric material (SrTiO3) with a 
thickness e = 52µm which was micromachined by a femtosecond laser to obtain a series of bars (width 
a=42.5µm)[notation must be coherent with what follows: you must change the notation in Fig. 1] 
separated by air gaps g=32.5µm. Fig.1 (b) shows a scanning electron microscopy image of the structure. 
The sample is illuminated by plane wave at normal incidence, with the magnetic field parallel to the x 
axis (H║x axis) and the electric field parallel to the y axis (E║y axis). The resulting propagation direction 
is along the z axis (k║z axis). Fig2. (a) and (b) show the theoretical and experimental magnitude and 
phase of the transmittance which are obtained using the transfer matrix method and time-domain terahertz 
spectroscopy respectively.   
   
 

        
 
Fig. 1. (a) schematic view of the structure, (b) scanning electron microscopy image of our metamaterial.   
 
The response has been tuned from 0.2 THz to 0.28 THz by changing the temperature from 180K to 324K. 
Under the given polarisation of magnetic and electric field, magnetic resonances are observed which 
induce negative values of the effective permeability. Fig. 2 (c) shows a good agreement between the 
experimental and the calculated response of the magneticproperty. The effective permittivity and 
permeability are retrieved by applying an extraction procedure described in ref. [4]. For a better 
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understanding of the physical processes involved within the structure, we use an electromagnetic software 
simulator HFSS based on the finite element method to calculate the electric and magnetic field 
distribution within the rods (fig. 2. (d)). The calculation was done for the first resonant mode ~0.28THz at 
324K. The wave front of an incident plane wave is subject to a strong distortion close to the metamaterial 
in order to satisfy simultaneously the continuity and discontinuity conditions of tangential and normal 
electric-field components at the STO-air interfaces, respectively [5]. The electric field, which develops 
inside an STO bar, is predominantly tangential close to the surface of the bar. This leads to the creation of 
displacive eddy currents within the bar cross section, which enhance the magnetic field inside STO along 
the bar. The resonant behaviour is then expected at specific frequencies.     
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Fig. 2. (a) theoretical and experimental transmission spectrum, (b) theoretical and experimental 
transmission phase, (c) theoretical and experimental magnetic response at room temperature, (d) electric 
and magnetic field distribution at the lowest-frequency Mie resonance.   
 
In order to asses the impact of the air-gap g and the lateral dimension w on the position of the modes of 
resonance of the metamaterial, we respectively varied g within 10–40 µm and w within 50–150 µm, while 
the dimensions of the rods were fixed in such cases. Fig. 3(a) and 3(b) show the result of this parametric 
study which confirms that g has no influence on the position of the magnetic modes, however the 
resonance frequency presents a hyperbolic decrease as a function of the lateral dimension w. 
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 Fig. 3 (a) resonant frequencies as a function of the air gap g. (b) resonant frequencies as a function of w 

 
3. A MULTIPLE FREQUENCY BANDS METAMATERIAL  
A series of works concerning metamaterials which operate at multiple frequency bands have been 
undertaken at microwave frequencies [6], in terahertz regime [7-8] and even at optical frequencies [9]. In 
this section, in order to extend the negative permeability region of our metamaterial to several frequency 
bands, we designed a structure with a set of rods with various widths. Figure 4 (a) shows the unit cell of 

(a) 

(c) 

(b) 

(d) 
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the designed metamaterial, which consists of rods with three different widths a, b, and c, respectively, 
separated by the same air-gap g, the thickness t of the rods remains constant; we consider an infinite  
array of such rods in y and z directions (Fig. 4a). According to fig. 4(b) where µ=µ1+iµ2, we note that the 
effective permeability µ is a superposition of the responses of each individual rod, the highlighted zones 
correspond to the negative permeability regions. The calculated distributions of the magnetic field for the 
resonance frequencies 0.24THz, 0.334THz and 0.458THz, respectively as illustrated in fig. 4(a) show 
clearly that the mutual cross couplings are negligible [5]  
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Fig. 4 (a) sections of a unit cell of the MM with the spatial distribution of the resonant magnetic field at 
0.24THz, 0.334THz and 0.458THz with the geometrical dimensions: a=50µm, b=30µm, c=20µm, 
g=20µm, (b) calculated spectra of effective µ for the corresponding structure.  
 
4. BROADBAND NEGATIVE PERMEABILITY METAMATERIAL 
A broadband planar and non-planar negative refractive index metamaterial based on traditional split ring 
resonators and wires are reported by Wongkasem et al [10]. In this section, we propose to design an STO 
based metamaterial which exhibits a much-broader negative permeability band. The investigated 
metamaterial consists of a single type of rods with a width a (varied from 50µm to 200µm in our study), 
while g=30µm and e=20µm are kept constant. A broadening of the range with negative µ is achieved with 
a high aspect ratio (a>>e). The polarization of the electromagnetic wave is the same as those described in 
previous sections. The amplitude transmittance and the real part of effective permeability for each value 
of a are depicted in fig. 5(b) and 5(b).   
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Fig. 5 (a) Calculated amplitude transmittance for several widths a of STO rods (g=30µm, e=20µm, tan 
δ=2.5%), (b) the corresponding effective permeability. 
 
We note that the position of the first Mie resonance does not shift significantly upon the change of a. In 
fact, it is mainly imposed by the thickness e of the metamaterial for a>100 µm. By contrast, upon 
increasing a, the distance between the first and higher order resonances is reduced, and the resonances 
overlap for a>>e [see Fig. 5(a)]. This leads to a broadening of the region of negative µ [Fig. 5(b)]. For 
example, the retrieved effective µ for a=50 µm is negative within 480–600 GHz, but for higher rod 
widths this range is much broader; namely for a=200 µm it spans over 250 GHz, corresponding to nearly 
50% of the central frequency value. Figures 6(a) and 6(b) show the real and imaginary part of the 
effective permeability, respectively, for a=200 µm for different values of tanδ from 0.1% to 5%. 
According to fig. 6(a), we note that the frequency band of negative permeability becomes increasingly 
wide, only if the dielectric losses reach a sufficiently high level (tan δ>1%). Upon the increase of tanδ, 
the amplitude of real part of µ decreases more and more, and a similar behaviour in observed for the 
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imaginary part of µ (see fig. 6(b)). Further analysis reveals a compromise between a high negative µ 
limited by the value of tanδ and a large bandwidth where µ is negative. Finally, we propose an optimal 
geometric dimensions of the structure a=200 µm g=30µm, e=20µm, which leads to a negative 
permeability within a frequency band from 430 to 680 GHz.  
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Fig. 6 (a) real part of µ, (b) Imaginary part of µ for a=200 µm and tanδ from 0.1% to 5%. 
 
5. CONCLUSION  
A high dielectric permittivity metamaterial presented in this work exhibits a negative effective 
permeability which was tuned by temperature. An alternative structure with negative permeability over 
than three frequency bands has been investigated. Finally, a smart choice of the lateral dimensions of the 
metamaterial can lead to a negative permeability over a wide frequency range. 
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Abstract—
Localized radiative energy transfer from a near-field emitter to a magnetic thin film structure is
investigated. A magnetic thin film stack is placed in the near-field of the plasmonic nanoantenna
to utilize the evanescent mode coupling between the nanoantenna and magnetic thin film stack. A
bow-tie nano-optical antenna is excited with a tightly focused beam of light to improve near-field
radiative energy transfer from the antenna to the magnetic thin film structure. A tightly focused
incident optical beam with a wide angular spectrum is formulated using Richards-Wolf vector
field equations. Radiative energy transfer is investigated using a frequency domain 3-D finite
element method solution of Maxwell’s equations. Localized radiative energy transfer between
the near-field emitter and the magnetic thin film structure is quantified for a given optical laser
power at various distances between the near-field emitter and magnetic thin film.

1. INTRODUCTION

Emerging nano-scale plasmonic applications, such as heat-assisted magnetic recording (HAMR),
require localized radiative energy transfer that can be achieved using intense optical spots beyond
the diffraction limit [1, 2, 3]. When objects are separated by less than a subwavelength scale,
the radiative energy transfer between the surfaces can be several orders higher than predicted
by Planck’s blackbody radiation. The drastic improvement of the radiative energy transfer has
potential applications in emerging technologies including heat-assisted magnetic recording [1, 2, 3],
thermophotovoltaic energy devices [4, 5], and optically-assisted nanomanufacturing [6, 7].

Recently, there has been increasing research on the radiative energy exchange between object
separated by less than a subwavelength scale. In recent studies, Francoeur et al. [8, 9] and Shen
et al. [10] demonstrated that the surface phonon polaritons improve the radiative energy transfer
between two surfaces at small gaps. Rousseau et al. [11] investigated an experimental setup that
can measure the conductance when the objects are separated by varying the distances between 30
nm and 2.5 µm. The experimental data by Rousseau et al. [11] confirms the theoretical results that
the near-field radiative energy transfer can be substantially improved at the nanoscale. These stud-
ies have demonstrated the potential for engineering near-field emitters for potential applications.
Additionally, it has been shown that the radiative energy transfer can be tuned via multiple thin
films supporting surface plasmon polaritons [12, 13, 14, 15]. Laser-induced radiative energy transfer
involving a scanning probe microscope tip has also been investigated in the literature [16, 17].

An optical nano-antenna can be utilized as a near-field emitter for radiative energy transfer to
an object placed in the close vicinity. Antennas have been an efficient means to couple incident
electromagnetic energy with small scale electronic devices. A similar coupling mechanism is ap-
plicable at optical frequencies between nano-antennas operating at optical frequencies and objects
with feature dimensions below the diffraction limit [18, 19, 20, 21, 22, 23]. At optical frequencies,
a nanoscale metallic antenna can be utilized to couple an incident optical beam to length scales
much smaller than the diffraction limit.

In this study, the radiative energy transfer from a gold bow-tie nano-antenna to a magnetic thin
film layer is investigated. A tightly focused beam of light with a wide angular spectrum illuminates
the near-field emitter. In Section 2, the formulation for the focused beam model based on Richards-
Wolf vector field theory and details of the numerical calculations are presented. In Section 3, the
radiative energy transfer between the near-field emitter and the magnetic thin film structure is
studied. Localized radiative energy transfer between the emitter and the thin film structure is
quantified for a given optical laser power at various distances between them. Concluding remarks
appear in Section 4.
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2. THEORY

For enhanced localized radiative energy transfer to a magnetic thin-film stack, a bow-tie antenna
is used in this study. A bow-tie antenna in the vicinity of the magnetic thin-film structure is
illustrated in Fig. 1. An oblique view of the problem geometry is illustrated in Fig. 1(a). Details of
the magnetic thin-film stack and some physical parameters regarding the antenna geometry that
will be investigated in this study are shown in Fig. 1(b). The bow-tie antenna consists of two
triangular gold particles that are separated with a distance of G as shown in Fig. 1. The physical
separation between the antenna and the magnetic thin film is D.

x

z

y

(b)(a)

Magnetic Layer

Insulator

Substrate

Heat Sink Layer

D

S

S

1

2

G

Figure 1: (a) An oblique view of the problem geometry involving a bow-tie antenna and a magnetic thin-film
stack. (b) A cross section shows the details of the magnetic thin-film and the antenna’s geometry.

The nano-antenna in this study is excited using a focused beam of light from an optical lens.
The propagating direction of the incident beam is in the ẑ-direction. To model the incident focused
beam, we used the Richards-Wolf theory [24, 25]. A tightly focused beam of light has a wide angular
spectrum. The Richards-Wolf theory [24, 25] provides an accurate representation of an incident
beam near the focus of an aplanatic lens. Using the Richards-Wolf vector field representation [24, 25]
the total electric field in the vicinity of the focus is given as

E(rp) = − i

λ

∫ α

0
dθ sin θ

∫ 2π

0
dφ a(θ, φ) exp(−ik · rp) (1)

where α is the half angle of the beam, rp is the observation point

rp = xpx̂ + ypŷ + zpẑ = rp cosφpx̂ + rp sinφpŷ + zpẑ (2)

and
k =

2π

λ
(sin θ cosφx̂ + sin θ sinφŷ − cos θẑ). (3)

In Eqs. (2) and (3) λ is the wavelength, rp =
√

x2
p + y2

p, and φp = arctan(yp/xp). In Eq. (1), a(θ, φ)
is the weighting vector, which is given as

a(θ, φ) =




cos θ cos2 φ + sin2 φ
cos θ cosφ sinφ − cosφ sinφ

sin θ cosφ


√

cos θ, (4)

The power of the incident beam propagating in the ẑ direction is given by the Poynting’s vector

Pz = Re

[∫ ∫

S1

(
1
2
Ei(r) × Hi∗(r)

)
· n̂1dS

]
(5)

where Ei(r) is the incident electric field given by Eq. (1) and the Hi(r) is obtained using Maxwell’s
equation. The integration surface S1, shown in Fig. 1(b), is perpendicular to the direction of
propagation.
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The incident electric field, given by Eq. (1), represents the optical beam generated by the
lens system in the absence of the nano-antenna and magnetic thin film stack. Once the incident
electric field interacts with the antenna and the magnetic thin film stack, scattered fields Es(r) are
generated. The total electric field Et(r) is composed of two components

Et(r) = Ei(r) + Es(r) (6)

where Et(r), Ei(r), and Es(r) are the total, incident, and scattered electric field components,
respectively. In this study, to obtain the scattered field, Es(r), we used a 3-D finite element
method (FEM) based full-wave solution of Maxwells equations. To represent the scattering geome-
tries accurately, tetrahedral elements are used to discretize the computational domain. Radiation
boundary conditions are used in FEM simulations. On the tetrahedral elements, edge basis func-
tions and second-order interpolation functions are used to expand the functions. Adaptive mesh
refinement is used to improve the coarse solution regions with high field intensities and large field
gradients. Adaptive mesh refinement helps to obtain accurate results for different types of ge-
ometries. Once the scattered field is solved via the FEM, the total field can be obtained using
Eq. (6).

Conversion of the field quantities into power quantities is achieved by applying the Poyntings
theorem [27, 28] to the geometry given in Fig 1. The dissipated power within the sample due to
the near-field electromagnetic radiation can be obtained by utilizing Poynting’s theorem [27, 28]

∫ ∫ ∫

VM

σ|E(r)|2dV =
∫ ∫

S1

(
1
2
E(r) × H∗(r)

)
· n̂1dS −

∫ ∫

S2

(
1
2
E(r) × H∗(r)

)
· n̂2dS

−
∫ ∫ ∫

VA

σ|E(r)|2dV − 2iw

∫ ∫ ∫

V

(
1
4
ε|E(r)|2 +

1
4
µ|H(r)|2

)
dV (7)

where VM represents the magnetic layer, VA represents the antenna particles, and S1 and S2 are
the surfaces perpendicular to the direction of propagation shown in Fig. 1. The term on the left-
hand side of the equation represents the optical power dissipated over the magnetic film. The first
and second terms on the right hand side of the equation represents the optical power entering and
exiting the structures from surfaces S1 and S2, respectively. The third term represents the optical
power dissipated over antenna particles and the last term represents the complex reactive energy
stored in the volume between S1 and S2. Eq. (7) along with Eq. (1) and Eq. (6) will be utilized to
obtain the optical dissipated power profiles over the magnetic film.

3. RESULTS

In this study, the power of the incident optical beam on the antenna is taken as Pz = 100 mW and
the operating wavelength is 700 nm. The half-beam angle α is selected as 60◦, which corresponds
to a numerical aperture of about 0.86. The intensity distribution of the incident optical beam
onto the nanoantenna is illustrated in Fig. 2(a) for an input power of 100 mW. The optical beam
shown in Fig. 2(a) is linearly polarized in the x̂ direction. The direction of the polarization of
the incident radiation and the orientation of the antenna geometry play an important role in the
radiative energy transfer process. If the incident polarization is along the long-axis of the antenna
as shown in Fig. 1, then the incident electromagnetic radiation creates induced currents along this
axis in the antenna. These induced currents are the source of charge accumulation at the ends of
the antenna. The charges created across the gap separating the metallic parts of the antenna have
opposite polarity. The oscillation of the charges with opposite polarity is the source of localized
radiative energy transfer to the magnetic thin film stack.

The thickness of the gold antenna is selected as 20 nm and the antenna particles are separated
by 20 nm. The magnetic thin film stack is composed of a 10 nm magnetic layer, 2 nm insulator
layer, 100 nm heat-sink layer deposited over a substrate. The dielectric constants of metals at
different wavelength are obtained from Palik [26]. The dissipated optical power density profile in
the magnetic recording medium is given in Fig. 2(b) when the antenna is placed 10 nm away from
the magnetic thin film stack. The results indicate that a strong localized radiative energy transfer
is obtained between the antenna and magnetic thin film.

An important parameter in the radiative energy transfer from the antenna to the magnetic thin
film stack is the distance between the antenna and magnetic thin film. In Fig. 3, localized radiative
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Figure 2: (a) Intensity distribution [V2/m2] of the incident optical beam onto the nanoantenna. (b) Dissi-
pated optical power density profile [mW/nm3] in the cobalt magnetic recording medium.

energy transfer between the near-field emitter and the magnetic thin film structure is quantified at
various distances between the near-field emitter and magnetic thin film. The results show the sharp
drop in the radiative energy transfer from the antenna to the magnetic thin film. The gold bow-tie
nano-antenna primarily utilizes evanescent waves to couple optical energy to the magnetic thin
film stack. As the distance is increased from 4 nm to 15 nm, the dissipated power density reduces
from 2.4 × 10−5mW/nm3 to 1.3 × 10−5mW/nm3. It is obvious that the evanescent component
of the electromagnetic field is particularly important in large radiative energy transfer from the
nanoantenna.
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Figure 3: Dissipated optical power density [mW/nm3] in the cobalt magnetic recording medium as a function
of distance from the nanoantenna.

4. CONCLUSION

Radiative energy transfer from a nanoscale bow-tie optical antenna to a magnetic thin film stack was
investigated. The dissipated optical power density profile in the magnetic thin film stack shows a
strong localized radiative energy transfer from the nanoantenna. Localized radiative energy transfer
between the near-field emitter and the magnetic thin film structure was quantified for a given optical
laser power at various distances between the near-field emitter and magnetic thin film.
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Abstract- In this paper, the cavity model of a microstrip patch antenna in conjunction with the 
reciprocity theorem is used to develop a fast analytical solution for the radiation field of a microstrip 
patch antenna loaded with a novel artificial magnetic superstrate and to investigate the effect of the 
engineered superstrate layer on the gain and radiation pattern of the printed patch antenna.  

 
1.  INTRODUCTION 
Using numerical methods to analyze periodic structures (metamaterials) is an expensive computational task 
which requires huge computer resources  [1]. Therefore; in these problems, numerical methods cannot be used in 
the design, and optimization process which needs several iterations, and should be used only to validate the final 
design. In this paper the cavity model of a microstrip patch antenna  [2] and the reciprocity theorem are used to 
develop an analytical solution for the radiation field of a microstrip patch antenna loaded with a novel artificial 
magnetic superstrate. To investigate the accuracy of the proposed analytical solution, the analytical results for 
the antenna loaded with the superstrate have been compared with numerical results obtained from the full-wave 
electromagnetic simulation tool CST "Computer Simulation Technology" for a specific example. In this example, 
the antenna is designed to operate at 2.2GHz at which the artificial magnetic superstrate has an effective 
permeability of 15. The modified split ring resonator (MSRR) inclusions are used in the design of the artificial 
magnetic superstrate  [3]. Strong agreement between the analytical and numerical results is achieved.    
 
2.  Analytical Formulation for the Antenna's Gain 
In this section, the reciprocity theorem and the cavity model  [2] of a microstrip patch antenna are used to analyze 
the radiation properties of a microstrip patch antenna covered with an artificial magnetic material (metamaterial) 
acting as a superstrate to enhance the gain and efficiency of the antenna. The patch antenna is printed on a 
grounded substrate of thickness h having relative permeability and permittivity of μ1, ε1. At distance d from the 
substrate is the superstrate layer of thickness B having relative permeability and permittivity of μ2, ε2. On top of 
the superstrate is free space, with total permeability and permittivity of μo, εo (see Fig. 1).  
According to the reciprocity theorem  [4], we need to construct two problems. In the first problem, the original 
radiating patch at z=h is replaced by two magnetic sources M1 and M2 (using the cavity model  [2]) radiating a far 
electric field of E1,2  at the observation point of P(r, θ, Ø), and in the second problem we will have a fictitious far 
dipole (reciprocity source) of J2 at the same observation point having its far magnetic field  at the original 
patch location at z = h. The general integral form of the reciprocity theorem is reduced to: 

,  .      . ,                                                  1   
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Fig. 1. Microstrip patch antenna covered by a superstrate 

The reciprocity source is assumed to have a value of     where:      

         ( Ø ) for TM (TE) incident wave. 
 

The volume bounded by the microstrip patch and the ground plane can be modeled as a cavity resonator 
assuming the four walls of this volume to be ideal open circuit (magnetic walls). The mode of concern here is the 
dominant transverse magnetic mode (TM10) which presumes a zero value of Hz but a non-zero value of Ez. By 
using the expression of Ez under ideal magnetic walls boundary condition, one can formulate the equivalent 
magnetic current in the cavity's apertures as     . The resultant magnetic currents will be y directed. Hence, 
equation (1) reduces to: 

, .   ,  .   
 

                                                                 2  

It is clear from (2) that the  field is determined at the original patch antenna location due to the reciprocity 
source at P(r, θ, Ø) in either the  or  Ø direction, when this dipole source is far from the origin. By 

reciprocity, this  is proportional to the required radiated field ,   due to the original patch antenna at z 

= h. The  field near the superimposed structure due to this reciprocity source is basically a plane wave, and 
therefore can be found by modeling each layer as a transmission line (see Fig. 2) having a characteristic 
impedance and propagation constant which depends on the incident angle of θ  [4]. 

       ,       
   ,       
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             ,                              4  
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For TE wave or perpendicular polarization: 
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Fig. 2.  Transmission line equivalent model of the structure of Fig. 1. 

The electric field of the patch antenna is calculated at the desired frequency using (2), and integrated as follows 
to calculate the antenna gain:   

 , Ф
4  /  Ф  |  | Ф  |  |  

   /  Ф  |  | Ф  |  |      Ф
   8  

   

2 Ф 
   ,            

2 Ф 
  

Where W and L are the patch dimensions. 
 

3.  Artificial Magnetic Structure as A Superstrate for Planar Antennas 

Here we use the method explained in the previous section, to analyze an antenna loaded with an artificial 
magnetic superstrate (See Fig. 3). The patch antenna used here has dimensions of 36 mm x 36 mm, and is printed 
on a substrate of Rogers RO4350 having a relative permittivity of 3.48, and a thickness of 0.762 mm. This 
antenna is designed to operate at the frequency band of 2190-2210 MHz (UMTS) at which the magnetic 
superstrate has an effective permeability of about 15 (real part) and a magnetic loss tangent of 0.11 (see Fig. 4). 
For more details about the structure of the artificial magnetic superstrate, and its dimensions, please refer to our 
previous work in  [3].  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Geometry of a patch antenna covered by an engineered magnetic superstrate. (a) MSRR unit cell. (b) Side 
view. (c) Top view. (a = 0.762 mm, b = 2mm, c = 85 mm and d= 12 mm) 
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Since the MSRRs are aligned in the XY plane, the resultant effective enhanced permeability is provided only 
in the z direction. Any incident magnetic field in the x or y direction will not couple to the MSRR inclusion 
resulting in a permeability equal to that of free-space in those directions. Hence, the engineered material 
composed of the MSRR inclusions will experience the anisotropic permeability tensor of 

 μ  
1       0       0
0 1  0
0 0 _

                                                                       9  

The analytically calculated effective relative permeability is shown in Fig. 4 (Refer to  [3] for formulas used in 
this calculation). Inter-cell capacitors are formed in the gap regions between the metallic inclusions (unit cells) 
due to the incident x-directed electric field. Therefore, an effective x and y-directed permittivity is provided by 
the stored electrical energy in those inter-cell capacitors. In case of a z-directed electric field, the metamaterials 
superstrate will experience an effective permittivity equal to that of its host dielectric as the electric field would 
be perpendicular to the plane of the unit cell. Therefore, the artificial magnetic material composed of the MSRRs 
inclusions will experience anisotropic electric permittivity of 

  
_       0       0
0   _ 0
0 0 _

                                                              10  

 

For the formula of _ , please refer to  [3]. According to the above formulas, the effective relative permittivity 
of the designed structure in the x, and y directions would be equal to 5.62.  
Substituting the value of permittivity, and permeability from (9), (10) in the equations presented in section 2, the 
electric field of the patch antenna is calculated at different frequencies and integrated to calculate the antenna 
gain using (8).   
Fig. 5 shows a comparison between the analytical and numerical results. A strong agreement is observed between 
both methods. This agreement verifies the accuracy of the proposed analytical model.   
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Fig. 4. Analytically calculated relative permeability of the MSRR inclusions. 
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Fig. 5. (a) The gain of the microstrip antenna covered with the artificial magnetic superstrate calculated using 
CST and the analytical solution. (b) The radiation pattern (E-plane, Ø=0) at 2.2 GHz of the patch antenna 
covered with the engineered magnetic superstrate. 
 
4. CONCLUSIONS 
A fast accurate analytical technique has been presented for the problem of a microstrip patch antenna covered 
with an artificial magnetic superstrate. The analytical solution is based on the cavity model of a microstrip patch 
antenna and the reciprocity theorem. A good agreement has been found between this analytical solution and the 
results obtained from the commercial electromagnetic software CST.  
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